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FROM THE EDITOR

PAWEL STACEWICZ

This book contains extended abstracts of selected presentations from the Ethics
& Al Conference which was held as a joint event of the 9th Philosophy in Infor-
matics Conference and the 19th ArgDiaP Conference. The event took place in
September 2024 at the Warsaw University of Technology, Faculty of Administra-
tion and Social Sciences. One of its co-organizers was the Marek Dietrich Insti-
tute of Contemporary Civilization Problems. The head of the Institute Council
prof. Jozef Lubacz was a member of the Conference Programme Committee.

The content of this volume fits perfectly the current discussions on social
consequences of research and applications in the area of artificial intelligence
(AI) technology. Does artificial intelligence have to resemble humans, or, on
the contrary, must it differ significantly from humans? What is the credibility
of AI? Should we strive to create autonomous Al systems? How should Al
systems explain their decisions and actions? Who should be responsible for
harmful AI actions? How can the law be changed to stimulate the develop-
ment of Al that would really be beneficial for humans in the short — and long-
term perspectives? These are just few examples of the socially significant
questions posed and considered by the authors of the texts included in this
monograph®. We are only at the beginning of the discussion.

Although the texts are very diverse, their common point of reference is
ethics: one could say ethics for our times, that is, ethics rooted in classi-
cal conceptions, but strongly oriented towards contemporary technological
changes. Ethics understood in this way can and should serve as a moral sign-
post for the creators of Al and its foreseen applications.

* Some work reported in this book has been supported in part by the Polish National
Science Centre, Poland (Chist Era IV) under grant 2022/04/Y/ST6/00001.






MACHINES ARE NOT LIKE US:
ARGUING FOR THE GAP

RomaN KrzaNowsKi, PAWEL PoLAK

INTRODUCTION

Artificial Intelligence (Al) systems fundamentally differ from humans in
their ethics, value systems, and conceptualizations of the world. This re-
cognized gap raises significant uncertainties about how Al will interact with
human values and priorities (see e.g., Bostrom, 2014; Marcus & Davis, 2019;
Eagleman, 2020; Tolmeijer et al., 2020; Wooldridge, 2020; Kneer, 2021; Lar-
son, 2021; Han et al., 2022; Pause Giant Al, 2023; Tolmeijer et al., 2022).
Due to their distinct ethical frameworks, decision-making processes, and
worldviews, Al systems can be considered a form of alien intelligence (Mol-
lick, 2024). To achieve human compatibility (Russell, 2019), Al must share
human moral grounding, ontology, and worldview. However, even with such
alignment, if possible at all, Al remains inherently different from humans.

Humans and machines differ in nature without invoking theological expla-
nations. It is crucial to avoid anthropomorphizing Al, as attributing human-
like characteristics to machines is unjustified, misguided, and potentially
dangerous. Instead, Al should be viewed as alien agents (defined below)
with unique intelligence, objectives, and ethics, ensuring expectations are
set safely and productively (Kornwach, 2021). This perspective helps in ma-
naging interactions with Al systems effectively, recognizing their differences
rather than misleading similarities.
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DEFINITIONAL CLARIFICATIONS

In this paper, specific terminologies are strictly defined to maintain clarity:

Alien: Synthetic systems differing fundamentally from humans.

Incompatibility: (in this essay) Differences in morality, values, and
worldviews between human and synthetic agents.

Synthetic: Artificial, not of natural origin.

Al Agent: Al systems that interact with humans, enter the human social
space, make decisions for humans, or serve in advisory roles, such as
robots, software bots, or any Al system affecting humans.

THE FIVE ARGUMENTS FOR THE AI-HUMAN GAP

To substantiate the claim that Al systems are fundamentally different from
humans, five distinct arguments are presented: the Mind Gap Argument, the
Embodied Mind Argument, the Genetic Argument, the Leibniz Argument,
and the Worldview Argument.

1. Mind Gap Argument

The Mind Gap Argument posits that even if human minds are fully
explained by their physical structures (for Type A physicalism see e.g.
Chalmers, 2010; Heil, 2010), no two physical systems are identical, espe-
cially when they possess different constituents.

Premises:

— (A1) Type A physicalism is true; any mind can be explained through its
physical stratum.

— (A2) Difterent physical systems function differently, and even identical
physical systems may exhibit different properties.

— (A3) The human mind’s physical stratum differs from that of a syn-
thetic mind.

Conclusion:

— (C1) Synthetic minds will function differently from human minds.
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This inherent difference ensures that Al systems cannot replicate human cog-
nitive processes exactly, maintaining a fundamental gap between human and
synthetic minds.

2. Embodied Mind Argument

The Embodied Mind Argument asserts that the human mind is deeply inte-
grated with our bodily functions, influencing our cognition and interactions
with the world. Al systems, when integrated with synthetic bodies, will pos-
sess different physical structures and, consequently, different cognitive pro-
cesses (for more about the failings of current Al conceptualizations, see, for
example, the works of Brooks [1991], Dreyfus [2016] and Smith [2019]).

Premises:

— (A1) The human mind is integrated with human bodily functions, so it
has been tuned to the operation of the body.

— (A2) Synthetic minds will be integrated with synthetic physical struc-
tures, such as artificial bodies.

— (A3) Synthetic physical structures will differ from human bodies.
— Conclusions:

— (C1) Synthetic minds will be tuned to different physical structures than
human minds.

— (C2) Synthetic minds will differ fundamentally from human minds.

This embodiment difference means that synthetic minds are attuned to dif-
ferent physical realities, further widening the cognitive and functional gap
between humans and Al.

3. Genetic Argument

The Genetic Argument emphasizes that the human mind evolved through
specific environmental pressures, natural selection, unique sensory appara-
tus, and adaptive processes aimed at human survival. Synthetic minds, how-
ever, are programmed with purposes unrelated to natural survival and lack
the evolutionary history that characterizes human cognition.

Premises:

— (A1) The human mind emerged due to specific environmental pres-
sures, natural selection, human bodily capacities, constraints, and sen-
sory apparatus.
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— (A2) The human mind evolved specifically to support human survival.

— (A2.1) The evolutionary history of the human mind cannot be recreated
in a synthetic environment due to its largely unknown nature (its evo-
lutionary history).

— (A3) Synthetic systems do not experience evolutionary pressures as
natural systems do.

— (A4) Synthetic minds are programmed for purposes other than survival
in nature.

Conclusion:
— (C2) Synthetic minds differ fundamentally from human minds.

This divergence ensures that synthetic minds operate on principles distinct
from those that shaped human cognition, maintaining a clear separation
between human and Al mental processes.

4. Leibniz Argument

Based on Leibniz’s principle of the Identity of Indiscernibles, the Leibniz
Argument contends that two systems are identical only if all their proper-
ties match. Human minds possess distinct features that synthetic minds, built
with different architectures and functions, do not share.

Premises:
— (A1) The human mind has a set of features: MH = f(x,...,x,).

— (A2) A synthetic system has a different set of features:
MS = flk,,....k,).

(A3) Two systems are identical only if all their features match.
— (A4) At least one feature x; of MH differs from a feature k; of MS.
Conclusion:

— (C) MH is not the same as MS; thus, a synthetic mind must be different
from a human mind.

This argument reinforces the notion that synthetic minds, by virtue of dif-
fering properties, cannot be identical to human minds, further cementing the
fundamental gap between them.

5. Worldview Argument

The Worldview Argument posits that different sensory and information-pro-
cessing capacities lead to distinct worldviews (e.g., Yong, 2022). Al systems,
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equipped with unique sensors and processing mechanisms, develop their own
“philosophies of life” that differ fundamentally from human perspectives.

Premises:

— (Al) Every being with a sensory system forms its own worldview based
on its unique sensory abilities and environment.

— (A2) Different beings have different worldviews.

— (A3) Al systems with synthetic sensory systems will perceive and pro-
cess information differently from humans.

Conclusions:

— (C1.1) Al systems will possess worldviews distinct from human world-
Views.

— (C1.2) Al systems will be alien in this sense.

This difference in worldview makes Al systems appear alien, as their inter-
action with the world and humans is based on fundamentally different princi-
ples, ensuring that Al remains distinct from human cognition and perception.

DISCUSSION

The five arguments collectively are intended to demonstrate that Al systems
and humans occupy fundamentally different ontological and conceptual spac-
es. These differences underscore the necessity of treating Al as alien intelli-
gence rather than human-like entities. While efforts can be made to align Al
systems closer to human values and ethics, the intrinsic nature of technology
ensures that complete compatibility remains unattainable.

PHILOSOPHICAL IMPLICATIONS

Philosophical speculations about AI-human similarities should remain within
theoretical discourse without extending to practical claims about Al capa-
bilities. Over-attributing human characteristics to Al can lead to unrealistic
expectations and potential misuse of technology (See e.g. Suleyman, 2023).
Instead, recognizing and respecting the fundamental differences between
humans and Al fosters safer and more productive interactions.
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The extent to which different aspects of humans and human behavior can
be approximated remains a separate research question. Systematic studies
of criteria for evaluating imitation of human capabilities and a conceptual
framework for analyzing differences and similarities are needed. Indeed, the
Turing test is not sufficient to capture the existential complexity of being
human, and broader research is needed (see on Modern Turing Tests Suley-
man 2023).

PRACTICAL IMPLICATIONS

Al systems should be managed with the understanding that they possess
unique forms of intelligence, objectives, and ethical frameworks. This per-
spective aligns with calls for responsible Al development, emphasizing eth-
ical standards and governance without imposing unnecessary restrictions
based on unfounded similarities. By acknowledging Al as fundamentally dif-
ferent, society can better navigate the complexities of integrating advanced
Al systems into human-centric environments.

CONCLUDING REMARKS

Ultimately, the coexistence with Al depends on our ability to recognize and
respect these differences, ensuring that Al serves as a beneficial tool with-
out overstepping into realms reserved for human cognition and morality.
The divergence between human and synthetic systems is not just a theoretical
concern but has practical implications for how we develop, implement, and
interact with Al technologies. Embracing AI’s unique nature while striving
for responsible alignment with human values can lead to a harmonious and
productive coexistence, mitigating risks associated with misaligned expecta-
tions and ethical misunderstandings.

FINAL CONCLUSION

Due to several fundamental differences between humans and synthetic sys-
tems, we may risk a claim, Al systems will never be like us, despite challeng-
es from proponents aiming for closer alignment or even exact replication.
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As highlighted by Altman (2024), adapting to Al technology requires adjust-
ing our perspectives and management strategies rather than expecting Al to
mirror human ethics, values, and worldviews fully. The best approach is to
treat Al systems as alien artificial agents with varying goals, values, reason-
ing processes, and moral frameworks. While partial alignment in specific
dimensions is achievable, complete compatibility, and with it predictability,
remains out of reach (see the discussion of Al future in Suleyman 2023). This
perspective not only fosters safer interactions but also promotes a realistic
understanding of AI’s capabilities and limitations, ensuring that technologi-
cal advancements benefit humanity without compromising ethical integrity.
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ON THE POSSIBILITY OF ETHICAL AUTONOMY
OF ARTIFICIAL INTELLIGENCE

ANDRZEJ MALEC

INTRODUCTION

Artificial Intelligence systems are created and evaluated through the prism of
the concept of natural (human) intelligence. Thus they are usually modeled
on natural intelligence, and assessed from the perspective of capabilities that
humans possess, including memory, reasoning, problem-solving, adaptation,
etc. Here, the same approach is used to consider the possibility of ethical auto-
nomy of Artificial Intelligence, i.e. its potential ability to independently choose
goals. Therefore, this paper highlights several issues that are important when
the question of human conscience autonomy is considered, and asks about the
equivalents of these issues for Artificial Intelligence. These will be:

1. the role of Leibniz’s formula (“it is obligatory to choose the act which is
the best of possible acts”) in the evaluation of acts,

the problem of basic values choice,
the problem of elementary acts evaluation,

the problem of complex acts evaluation,

A

the problem of evaluation of consequences of an act.

The paper refers to the author’s analysis of utilitarianism in [2] as well as
to the formal apparatus of [3] inspired directly by [7] and indirectly by [5].
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LEIBNIZ’S FORMULA AS THE BASIS OF CONSCIENCE AUTONOMY

There are three basic ways in which people can autonomously evaluate acts:
moral instinct, moral intuition, and calculation of the value of the act [2].

The moral instinct, that is, human ability to evaluate an act based on sim-
ple attraction and repulsion, is not always accurate. It is also variable: in
the past, sentencing a little boy to death for stealing a piece of bread was
not repulsive, and the Spartans threw their own children off a cliff because
they were not sufficiently “attractive”. By assessing an act using the moral
instinct, a person is similar to a robot executing simple conditional instruc-
tions (“If A, do B”).

In turn, the moral intuition, that is, human ability to evaluate an act based
on the interaction of consciousness and unconscious brain work, often does
not cope with non-standard problems: such as those presented in many ver-
sions of the trolley dilemma. When evaluating an act using moral intuition,
a person is somewhat similar to a robot acting in accordance with a rule cre-
ated as a result of machine learning.

Further, calculating the value of an act, i.e. evaluating an act based on
Leibniz’s formula: “it is obligatory to choose the act which is the best of
possible acts”, encounters a number of technical problems (the problem of
basic values choice, the problem of elementary acts evaluation, the problem
of complex acts evaluation, the problem of evaluation of consequences of an
act), as well as the is-ought problem raised by David Hume [1]. According
to Hume, moral distinctions cannot be derived from reason. By evaluating an
act based on Leibniz’s formula, a person acts similarly to a computer execut-
ing an elaborate algorithm.

In fact, the first two ways of evaluating acts are not fully autonomous for
humans: both moral instinct and moral intuition are the result of human bio-
logical evolution and socialization. Their counterparts for evaluating acts by
robots are even less autonomous: of course, acting on the basis of a simple
conditional instruction (“If A, do B”) is not autonomous; similarly, the results
of machine learning depend significantly on the material on which the net-
work was trained.

And what about the third way? Let us first look at the basic problem, that
is, the possibility of evaluating acts by means of reason. The is-ought problem
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may be understood in two ways. First, it may be understood in accordance
with Hume’s original statement, and then it is about the lack of logical values
in normative reasonings. Second, it may be understood in the contemporary
way, and then it is about the logical separation of the deontic sentences from
the sentences about facts [6]. However, the analysis based on contemporary
semantics leads to the conclusion that Hume’s thesis is false in both its origi-
nal and contemporary understanding. First, semantics shows that the truth
of statements about facts and the truth of statements about obligations differ
only in the sets on which we verify them [3]:

‘FACT (a,,)’ is true <> ¢ (a,) € FACT,
‘OBL (a,,)’ is true <> ¢ (a,,) € OBL .

Clearly, truth of the sentence ‘Kate kissed John’ depends on the set FACT
and truth of the sentence ‘It is ordered that Kate kissed John’ depends on the
set OBL, and these sets are different. Nevertheless, the sentence ‘It is ordered
that Kate kissed John’ has the same right to be true or false as the sentence
‘Kate kissed John’, when Popper’s third world is considered. Moreover, it is
reasonable to call into question the truth of Hume’s thesis also in its contem-
porary understanding: this is supported, for example, by the principle already
accepted in Roman times: Impossibilium nulla obligatio est — what cannot
become a fact, cannot also be the subject of duty [4].

Since moral statements can be true (or false), evaluating acts based on
Leibniz’s formula seems to be possible. Let us look at how humans cope with
this calculation, and also at whether a robot can be equally autonomous in
this work.

BASIC VALUES CHOICE

Both humans and robots can choose instrumental values based on the claims
of natural science. They can therefore make statements such as: “If you want
to live, value your health!”, “If you want to be healthy, value medicine!”,
“If you want to live in society, value taxes!”, etc. Moreover, the robot will
probably do this more efficiently, because it will calculate the consequences
of the claims of natural science more quickly and more broadly.
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Moreover, both humans and robots can accept basic values as values found
in reality. Among the found values are those protected by the law: human
life (protected by the norm prohibiting killing), human health (protected by
the norm prohibiting causing health disorders), human freedom (protected
by the norm prohibiting deprivation of liberty), human honor (protected by
the norm prohibiting slander), property (protected by the norm prohibiting
theft), and so on. Interestingly, a robot could also adopt as basic values,
values protected by norms addressed to robots, e.g. Asimov’s Robot Laws,
or David Langford’s Robot Laws.

However, a human can choose basic values themselves: “I choose life as
a value”, “I choose society as a value”, etc. The justification for such choices
is the biological and social nature of a human. On the other hand, a robot
choosing basic values is deprived of such justification.

ELEMENTARY AND COMPLEX ACTS EVALUATION

An act is good when, in a situation of elementary choice, that is, the choice
between two atomic situations in the sense of Wolniewicz [7], the situation
that better preserves basic values is chosen. When I say: “Murder is bad”
I mean that in a situation of elementary choice, it is better not to kill than to
kill. Knowing basic values, a human and a robot are able to recognize good
and evil in a similar way.

However, when the evaluation of an act requires weighing different val-
ues, that is, deciding not about what is good and what is bad, but about what
is right and what is wrong, the matter is different. When the choice consists,
for example, in saving John from a fire at the cost of Peter’s life, it is not
enough to know that human life is a value. One must also know whose life is
more valuable: John’s or Peter’s. In such situations, both humans and robots
can refer to a hierarchy of values, which sometimes allows for a choice
between alternative situations. Moreover, both humans and robots, based
on the claims of natural sciences and basic values, can create hierarchies of

instrumental values: “health is more valuable than property”, “a ton of wheat
is more valuable than a kilogram of wheat”, etc.

However, humans can choose such a hierarchy of values for basic values:

29 13

“life is more valuable than dignity”, “dignity is more valuable than life”,
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etc. The justification for such choices is the biological and social nature of
humans. On the other hand, a robot choosing basic values is deprived of such
justification.

EVALUATION OF CONSEQUENCES OF AN ACT

When assessing the value of an act, it is impossible to avoid assessing the va-
lue of its consequences. An act that is right in the perspective of a week may
be wrong in the perspective of a month, and right again in the perspective of
a year, etc. The balance of profits and losses of a decision to reform the social
security system may be advantageous in the perspective of a year, because it
consolidates the ruling party, may be disadvantageous in the perspective of
four years, because it leads to defeat in the next parliamentary elections, and
in the perspective of twenty years — advantageous again, because the system
will achieve the assumed economic parameters.

When assessing the value of an act, one should therefore also look into
the future. But how far into the future should one look? Is the perspective of
the next parliamentary elections sufficient? Or maybe the life of our gene-
ration? Or maybe a few more generations? The answer to this question
depends in part on how precisely the consequences of the act can be cal-
culated. And in this respect, a robot will probably do better than a human,
because it will apply the theorems of natural sciences to given facts more
quickly and more widely. However, the decision about how far into the
future to look also depends on the assessment of the impact of time on
the erosion of values. A person can make such a decision themselves, for
example by adopting a sustainable development strategy. Once again, the
justification for such a choice is the biological and social nature of a human
being. On the other hand, a robot choosing the limits of looking into the
future is deprived of such justification.

The assessment of an act from the point of view of its consequences is also
influenced by the risk-taking strategy: when the world is not deterministic or
when we do not know the laws that govern it sufficiently, the consequences
of the act are not certain for us. When choosing a course of action, people are
therefore also guided by different attitudes to taking risk. They can choose
different risk-taking strategies. The justification for such a choice is not only
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the biological and social nature of a human being, but also their individual
nature. On the other hand, robots choosing risk-taking strategies are deprived
of such justification.

CONCLUSIONS

Although the robot may be more technically efficient than the human in cal-
culating the value of an act according to Leibniz’s formula, in such areas as
choosing basic values, choosing a hierarchy of basic values, choosing a hori-
zon for weighing values, or choosing a risk-taking strategy, the robot seems
to be dependent on the human for now. In such choices, the human is aided
by his biological and social nature, which the robot is currently deprived of.
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TOWARDS THE ULTIMATE PROGRAMMING
LANGUAGE: TRUST AND BENEVOLENCE
IN THE AGE OF ARTIFICIAL INTELLIGENCE

BARTOSZ SAWICKI, MICHAL SMIALEK, BARTLOMIE] SKOWRON

HOW THE SOFTWARE IS DEVELOPED?

A computer program is classically presented to its users as a mysterious box
that processes input data to produce the expected output. This simplification
is a good starting point as it highlights the crucial role of input data and the
fact that the processing mechanism is not important as long as the output
meets expectations. However, it is also necessary to describe the methods
of communication with the user or other cooperating systems, as well as to
build an internal data model. This is the basis for the dominant multi-layered
architectures today, such as the Model-View-Controller or Model-View-Pre-
senter patterns.

Software is created by people and ultimately for people [2]. They use pro-
gramming languages to describe the desired way of processing data. However,
over the past 70 years, the way programs are defined has changed dramati-
cally. Programming languages have undergone a significant transformation
from machine code and assembly language to modern third generation (3G)
languages, which offer high-level abstraction to facilitate the description of
complex systems.

It should also be emphasized that a program is the final product of the
entire software engineering process, which begins with the formulation of
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often complex requirements and the design of basic system components.
Requirements are traditionally formulated in natural language, although var-
ious formal methods (controlled language, graphic models) are sometimes
used. Requirements describe both the expected behavior of the system and
the data structures processed by the system. In simplified terms, the entire
software development process can be seen as transforming requirements into
working machine code (a program) that meets these requirements.

HOW DOES AI CREATE CODE?

Today, generative artificial intelligence systems can create software based on
short descriptions formulated in natural human language. They rely on vast
repositories of source code and other documented knowledge, which have been
used to train an artificial neural network containing trillions of parameters [1].

However, the challenge lies in the fact that descriptions in natural lan-
guage are ambiguous, just like the language used by humans. At the same
time, models built on statistical foundations do not guarantee deterministic
behavior. Therefore, there is no guarantee that the result will always meet
expectations.

Al methods can generate a complete computer program based on a fairly
general query in natural language. This means that all algorithmic compo-
nents, the internal data model, and the user interface view are generated [5].
However, it seems that this approach is not optimal. It should be noted that
a typical requirements specification includes dozens of pages of descriptions
of functional units, domain concepts (glossary), domain models, quality
requirements, and other necessary system features. The question arises as to
how precise and unambiguous such a specification must be for the Al system
to reliably produce a program that meets user expectations.

WHAT IS THE ROLE OF PROGRAMMING LANGUAGE?

In the compilation process, a program’s source code is translated into machine
code tailored to the processor architecture on which it is executed. Simulta-
neously, it serves as a crucial communication tool between programmers.
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The ability to understand, control, and correct the way a program operates
builds trust in the computer program and facilitates collaboration.

A longstanding problem is that the system specifications created by users
are highly variable. People often cannot predict what outcome will be best,
and external circumstances change as well. This necessitates that the soft-
ware development process allows for modifications and improvements to
the source code. Iterative software development methodologies like Scrum
respond to this need, enabling users to regularly influence the appearance and
functionality of the software being developed [7].

The reliability of today’s processing methods largely stems from estab-
lished data models on which they are based. A consistent data model allows
several independent applications to operate on them and mutually control the
correctness of their operations.

This raises the question of what programming will look like in the era of
strong artificial intelligence. It seems we are approaching the ultimate gener-
ation of programming languages, where the source code will encapsulate the
essence of user expectations for the system [8].

TRUST, RELIABILITY, AND BENEVOLENCE OF A SOFTWARE

Let us assume for a moment that a software user is a citizen of a certain coun-
try, and the software is a set of regulations (laws) according to which public
institutions of that country operate. When does a citizen trust a public institu-
tion? When the institution is reliable. If it is not reliable, the citizen questions
its competence, the safety of the area under its jurisdiction, and doubts the
public good that the institution should uphold. When a citizen does not trust,
they are not only critical of the institution but also do not support its opera-
tions and sometimes even oppose it. When they trust, the chance for mutual
cooperation increases. Social studies indicate that the reliability of public
institutions is built on factors such as benevolence, competence, and integ-
rity of state institutions [6]. The counterparts of integrity and competence in
computer programs are the aforementioned abilities to understand, control,
and correct the way a program operates. Nevertheless, extending this analogy
further, can software be benevolent?
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Aristotle defined benevolence from one person to another not as politeness,
being nice, smiling, and cordiality, as we spontaneously tend to think, but as
understanding what is good (what contributes to the flourishing and good life
of that person) and striving to achieve that person’s good. A benevolent person
wishes well for another person and acts for the good of the other person. Mutual
benevolence is a necessary condition for friendship. To be benevolent, I must
understand the other party’s interest and actively want to help realize that inter-
est-mere observation is not enough. A benevolent state institution is one that
sees the citizen’s interest and is ready to actively work for the citizen’s interest.

The potential evaluation of a program’s benevolence, using this analogy,
is the assessment of how well the software can understand the user’s and the
social group’s good, of which the user is a part, and work to achieve that good.
In other words, a benevolent Al is one that possesses a semblance of good
will. Notice that when a certain person always meets our needs, meaning their
behavior fully corresponds to our needs, it does not necessarily mean that
we trust that person. On the contrary, we often become suspicious of them.
We do not become suspicious of all people who make mistakes that work
against us, but of those who make such mistakes and wish us ill. If someone
wishes us well, we will more easily forgive them for a mistake, even if that
mistake is severe for us. This is the trust-building power of benevolence.
Similarly, with a computer program: if it makes mistakes, we still trust its
operation if it is benevolent—because if it wishes us well, it will sooner or
later actively correct its error. Therefore, the benevolence of Al is something
that can enhance trust in even an imperfect Al.

VISION OF THE ULTIMATE PROGRAMMING LANGUAGE

The need for trust is a critical element of cooperation between humans, and
therefore also between humans and artificial intelligence systems. It seems
that a programming language must provide humans with the ability to under-
stand the method of operation while eliminating all unnecessary implemen-
tation details. Moreover, we propose that the program should, as far as possi-
ble, be benevolent to potential users by adequately recognizing their interests
and actively supporting them.
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Imagining further with the analogy to state structures, we envision that
future source code will be an essential description akin to today’s legal lan-
guage, which will describe methods of data processing. Additionally, there
will be a description of key internal data structures, enabling external audits
of data integrity. The user interface is an artifact easily verifiable by humans,
so it seems possible to give the Al model greater freedom in this area.

Three fundamental issues can be distinguished here: 1) how to formulate
requirements so that Al understands the needs well and can be benevolent
to the user; 2) what the programming language should look like to allow
humans to easily modify what the Al has generated; 3) what language should
be compiled and executed by computers. This raises the question of whether
we will still need 3G programming languages.

Our vision includes three levels at which the Al-assisted software deve-
lopment process would take place. At the first level, a natural language with
specified guidelines would be used. It would serve to define the problem
in a way convenient for humans (functional requirements, domain concept
glossary, data descriptions, quality requirements, definition of the well-un-
derstood interests of the user group). This language could be supported by
various patterns, templates, or graphical notations, as well as ethical ele-
ments. Next, at the second level, strong Al language models would translate
this description into a new system definition language. This language would
be precise, unambiguous, and complete. It would be fully understandable to
humans, yet also capable of being automatically and deterministically trans-
formed into a traditional program in a 3G language.

At the second level, a dialogue between Al and humans would be possible
- modification of the specification and adaptation to changing needs. This can
be seen as a significant extension to the model-driven and low-code software
development paradigms [7, 9]. The translation from the second to the third
level should be deterministic. The third level would enable code optimization
in situations where, for example, system performance requires it.

The language placed at the second level of the above description we can
call the Ultimate Programming Language. If humans want to maintain con-
trol over the operation of machines, further reduction of complexity seems
impossible.
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OBSERVATIONS ON THE USE OF LOGIC
AND RATIONALITY WITHIN GENAI-CENTRIC
MULTI-AGENT SOLUTIONS

JArOSLAW A. CHUDZIAK

INTRODUCTION

In recent years, the fast progress on large language models (LLMs), such as
ChatGPT, Gemini, and Claude, was used to create innovative approaches
to designing LLM-centered multi-agent systems (MAS). By incorporating
additional components, like logical inference, reflections and planning, these
systems can achieve more consistent and efficient interactions with an envi-
ronment and better communication and collaboration among agents if this
is required. At staring point, LLM-based multi-agent platforms (like Auto-
Gen, CrewAl, and LangChain) are able to handle increasingly complex tasks
through advanced natural language understanding. However, as these agents
evolve, the integration of much more advanced logical reasoning systems
becomes indispensable for ensuring reliability, adaptability, and resilience.
This study discusses some of the roles played by logical subsystems in struc-
turing GenAl-based MAS inter- and intra- architectures, and emphasizes the
need to carefully align the capabilities of agents realized by their symbolic
(logical, rational) and connectionist components.

In modern LLM-based autonomous agents, their skills and capabilities are
typically structured across four key components: Profile, Memory, Planning,
and Action. We can briefly define them as:
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» Profile defines the generation strategy, which may include handcrafted
methods, GPT-generated methods, or dataset alignment methods. It also
contains critical profile contents such as demographic, personality, and
social information, which influence how the agent interacts in various
contexts.

* Memory plays a crucial role in the agent’s functioning, encompassing both
long-term and short-term memory structures. It supports different formats,
such as language embeddings, databases, and lists, allowing the agent to
recall information efficiently and adaptively.

* Planning is divided into tasks performed with or without feedback. With-
out feedback, agents employ subgoal decomposition, multi-path thought,
and external planning tools to devise strategies. With feedback, agents
incorporate environmental, human, and model input to refine their plans
dynamically, finally

« Action component targets diverse tasks such as dialogue, exploration, or
task completion. The agent’s action strategies involve interaction with
tools, feedback loops, and recollection, enabling flexible responses to both
internal and external changes.

Together, these components may form specialized architecture that ena-
bles LLM-based agents to autonomously operate in complex, real-world
environments. They can efficiently and effectively leverage both predefined
structures and adaptive feedback mechanisms.

REASONING WITH LOGIC

The main logical systems, such as classical logic, modal logic, non-mono-
tonic reasoning, and default logic, are fundamental in enabling LLM-based
agents to perform accurate and efficient reasoning [1, 4, 6, 11]. Classical
logic may provide a foundational basis for clear and unambiguous reasoning,
allowing agents to derive conclusions from a set of premises with certainty.

However, the dynamic and often unpredictable environments in which
LLM-based MAS operate necessitate more flexible solutions. As an example
solution, modal logic may provide the capacity to handle possibilities and
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necessities. They are essential for agents operating under varying degrees
of uncertainty [10]. Then, non-monotonic reasoning and default logic may
further augment this capability by allowing agents to revise their beliefs and
adapt their actions in response to new information. In the same time, they will
maintain coherence in the face of changing environments [9, 10].

Epistemic logic may play a critical role in MAS by enabling GenAl-based
agents to reason about knowledge and beliefs [5]. This logical framework
allows agents to consider not only their own knowledge but also the know-
ledge and beliefs of other agents. This is crucial for effective coordination
and collaboration, as agents must often make decisions based on incomplete
or uncertain information. The use of epistemic logic ensures that agents can
manage and utilize shared knowledge. This capability is enhancing the over-
all functionality and efficiency of the whole agentic ecosystem.

Described above logical skills/capabilities help GenAl-based agents in
their MAS environments to utilize various forms of reasoning to navigate
their environments and make or explain their decisions. In this context,
deductive reasoning allows agents to derive specific conclusions from ge-
neral principles, ensuring that actions are logically sound based on known
premises. Inductive reasoning enables agents to generalize from specific
observations, allowing them to form hypotheses and adapt to new patterns
in dynamic environments. And finally, abductive reasoning, or inference to
the best explanation, helps agents generate plausible hypotheses to explain
observed phenomena. This type of reasoning facilitating problem-solving,
hypothesis generation in uncertain scenarios or explain structure of reasoning
or action taken by agent(s) [11]. Together, various reasoning methods provide
a baseline for a comprehensive competency toolbox for LLM agents to han-
dle a wide range of situations effectively.

While logical reasoning provides a structured and interpretable (white-
box, glass-door) framework for decision-making, other reasoning methods
such as deep learning, reinforcement learning, and evolutionary algorithms
play important, even very often primary role in GenAI MAS solutions. These
sub-symbolic (connectionist) models (often from the field of generative arti-
ficial intelligence) act as black boxes, lacking the transparency and explain-
ability of symbolic logical systems. But their advantage is high efficiency,
adaptability and vary often autonomous mode of working. But we need to
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notice, that by integrating symbolic, logical (white-box) reasoning with these
sub-symbolic (back-box, glass-door) techniques can significantly enhance
the overall performance of MAS, and enhance their strong interpretability
and adaptability features [11].

DISTRIBUTED COGNITION

The Theory of Mind, which involves attributing mental states to oneself and
others, is another important aspect in MAS design. Incorporating the theo-
ry of mind into MAS allows LLM-based agents to predict and interpret the
actions of other agents based on their presumed beliefs, desires, and inten-
tions. This capability is essential for creating more sophisticated and human-
like interactions among agents, facilitating smoother cooperation and con-
flict resolution.

In the context of GenAl-based Multi-Agent Systems (MAS), the concept
of distributed cognition, offers a powerful framework for better understand-
ing how cognitive processes are distributed and managed across agents,
artifacts, and environments. Distributed cognition suggests that intelligence
and decision-making are not confined to individual agents but are instead
spread across a system of interacting elements. In LLM-centered multi-
-agent systems, this means that cognition can be shared and enhanced
through communication and coordination between agents. Each agent con-
tributes part of the cognitive workload, relying on the collective intelli-
gence of the group to solve complex problems more efficiently than any
individual agent could on its own.

By adopting a distributed cognition perspective, GenAl MAS can better
manage the flow of information, optimize decision-making processes, and
adapt to changing environments through a system-wide cognitive synergy,
where each agent not only acts based on its own capabilities but also leve-
rages the knowledge and actions of others in the network. This approach
opens new possibilities for enhancing cooperation, flexibility, and robustness
in multi-agent environments.
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RATIONALITY

The way LLM-centric agents are designed often starts with a framework for
how the agent will be rational [3, 6, 7, 8]. The choice of how we define ratio-
nality is very important, because it shapes how these agents process information
and make decisions. There are several different kinds of rationality, each offer-
ing a unique approach to agent-based interactions. Let’s look at some of them:

+ Philosophical Rationality emphasizes logical consistency. This makes it
well-suited for systems that rely heavily on rule-based decision-making.

* Economic Rationality is about behaviors that maximize utility, which is
particularly relevant in competitive or resource-constrained environments.

* Bounded Rationality acknowledges that agents have limits in terms of the
information and cognitive resources they have. This can be beneficial for
agents operating in dynamic situations with incomplete information.

» Epistemic Rationality guides agents toward seeking truth.

» Practical Rationality ensures that agents focus on achieving their goals
efficiently.

Each of these definitions has strengths and weaknesses, depending on
what the system is designed to do. Therefore, it’s crucial to choose the right
one for the specific context in which the GenAl MAS will be used. In practi-
cal terms, the chosen framework influences how an agent perceives its envi-
ronment, how it sets goals, and how it chooses actions to achieve those goals.
For instance, an agent operating under economic rationality might prioritize
actions that maximize its rewards in a marketplace, even if those actions
appear illogical from a philosophical standpoint.

Conversely, an agent designed with epistemic rationality might priori-
tize gathering and verifying information, even if that delays immediate goal
achievement. The rationality framework also affects the agent’s learning
mechanisms. An agent designed with bounded rationality, for example, might
employ simpler learning rules or heuristics, whereas an agent with philo-
sophical rationality might use more complex, logic-based learning methods.
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PRACTICAL CASE STUDY

Building on the basic reasoning capabilities of multi-agent systems (MAS),
we have explored practical MAS use cases [2]. In our experiments we demon-
strated the practical application of MAS in software engineering and system
design. In this simulated software development environment, virtual cogni-
tive agents take various roles which exist in the most of real-life software
teams. These include roles such as analysts, designers, programmers, testers,
and project managers. It shows a trend in which the new introduced agentic
paradigm automates, in the software engineering domain, key tasks tradi-
tionally performed by humans. The goal is to assess the agents’ efficiency
in managing software projects by utilizing advanced cognitive architecture,
generative Al technologies, and rational decision-making frameworks.

Logic and rationality play a crucial role in this scenario, guiding agents’
decision-making processes to ensure coherent, goal-oriented behavior.
By leveraging structured reasoning and rationality principles, agents can
prioritize tasks, optimize resource allocation, and handle uncertainties du-
ring project execution. Our simulation, which mirrors real-world develop-
ment dynamics, shows how MAS can significantly change and improve
processes like system design, project management, and continuous integra-
tion and testing. This case study provides a glimpse into the potential for
MAS to enhance productivity and consistency in large-scale software pro-
jects, offering a practical approach to reducing cognitive load and stream-
lining complex workflows.

ETHICS

And finally, ethics, which should play a crucial role in the design and deploy-
ment of GenAl-based agents within MAS. Logical frameworks can incorpo-
rate ethical, normative principles to guide agent behavior, ensuring decisions
are made in alignment with human values and societal norms [5]. The trans-
parency of white-box logical systems aids in auditing and understanding the
decision-making process, which is essential for accountability and trust.

Conversely, the opacity of black-box sub-symbolic methods presents
challenges in ethical assurance, as the reasoning behind decisions may not
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be easily interpretable. Addressing these ethical issues requires a balanced
approach based on the well-defined interoperability, relevance and com-
patibility of back- and white-box approaches. It should maximise the inter-
pretability of logical methods while exploiting the powerful capabilities of
sub-symbolic techniques.

CONCLUSION

This study outlines the significant philosophical underpinnings that logic
brings to the design of MAS. By exploring the application of various logical
systems, including classical logic, modal logic, non-monotonic reasoning,
default logic, epistemic logic, and the theory of mind, we briefly discuss
their contributions to the reasoning, decision-making, and interaction pro-
cesses that may define MAS architecture. The integration of robust logical
principles in MAS design not only enhances the functionality and reliability
of these systems but also paves the way for more sophisticated and adaptable
intelligent systems.

The incorporation of components like logical inference, reflections, and
planning enables LLM-centered MAS to achieve more consistent and efficient
interactions, with improved communication and collaboration among agents.
As these agents evolve to handle increasingly complex tasks, advanced logi-
cal reasoning systems become indispensable, ensuring their reliability, adapt-
ability, and resilience. This study also emphasizes the necessity of aligning
agent capabilities, as realized by their symbolic (logical, rational) and con-
nectionist components, to effectively structure both inter- and intra-agent
architectures within GenAl-based MAS.
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SIMULATION OF AI HYBRID ETHICS
WITH USE OF MULTIAGENT TECHNOLOGY
AND PROBLEM OF HIDDEN NORMATIVITY

KRrzyszTor SoLopucHA, KAROL NAROZNIAK

INTRODUCTION

“Simulation of Al hybrid ethics with use of multiagent technology and prob-
lem of hidden normativity” is the ongoing research project within we pursue
to find an answer to the question of how the emerging technology of human
assisting embodied robots can be equipped with a system of simulating the
attitudes and moral values of its users using contemporary methods of digital
humanities.

Hence, this robotic technology will be able to meet a very important
expectation, which is the trust that norms and principles according to which
the social robots regulate their behaviour as phronetic beings are in accorda-
nce with ethical norms and principles of their users. Such embodied autono-
mous robots should be therefore considered by the user as “Friends” in terms
of Thde (Ihde 2002).

This objective is pursued using reference to the theory of a hybrid approach
to ethics by Wallach, Smit and Allen (Wallach, Smit, Allen 2004). The men-
tioned concept is based on the claim that an index of trust in social machines,
and thus their identification as a group of beings conceived as “Friends”
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(from Ihde’s triad of Friend, Alien, Foe) can be obtained when the personal
and local ethical preferences of the technology user are taken into account in
the process of decision making by the machines. Hybrid ethics is thus a com-
bination of bottom-up and top-down approaches, of virtue ethics representing
the local preferences of the cultural cluster of the user, and a deontological
and/or utilitarian, i.e. abstract approach to ethics.

The main objective of the project is therefore to build a simple and
effective system for identifying of the ethical preferences of users of
human assisting social machines — recognising the explicit and implicit
normativity influencing their ethical decisions. In the next step, these
identified implicit and explicit normativities should be implemented into
a system of their digital simulation. The platform for doing it is multi-agent
Al technology, which is regarded as a so-called complex (compound) arti-
ficial intelligence system. It has the advantage of providing specialized,
automated entities (agents) that, based on the resources of the particular
LLM model and additional tools (such as databases, web search or utility
calculation engines), can undertake complex, ethical reasoning tasks that
go beyond the standard capabilities of the model, thus providing opportu-
nities for the simplified application of Retrieval-Augmented Generation
(RAG) procedures.

Therefore, for specific tasks, it is not necessary to undertake a costly tu-
ning of the entire language model, which requires enormous computing power
and time, but rather there can be created a specialised network of agents,
which in the RAG process will use the resources of the model and enhance
them with projected additional skills through the use of local data. A network
of agents will form a system, in this case a system of simulation of ethical
preferences of the user, which are supposed to be reflected in a human assis-
ting machine.

The implementation of individual preferences of the user in the machine
will be controlled through a procedure of setting up supervising ethical agents
based on sets of values and higher-level principles, such as the UN Decla-
ration of Human Rights or the EU Declaration of Fundamental Rights. This
process of supervision and mitigation should be supported by training and
ongoing modification procedures, based on increasingly deeper personaliza-
tion, in order to constantly adjust the level of adaptation of the assisting robot
to the ethical preferences of the user.
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As the final result of the project, there will be designed a digital system
whose goal will be to create a special application for ethical personalisation
of any human assisting machine. This app might be uploaded in any machine
that the user is intending to use and then cancelled if required — as for instance
in case of a rented autonomous car.

THEORETICAL FOUNDATIONS OF THE PROJECT

The general research hypothesis underlying the project refers to the claim
by Luciano Floridi (Floridi 2002) about the semantic power of informa-
tion theory, thanks to which any theoretical issue within the scope of phi-
losophy and other humanities and social sciences can be transformed into
the concept of theory of information. According to this opinion, informa-
tion theory can even be considered nowadays as the new First Philosophy
thanks to its ontological primacy in the Aristotelian sense (information is
inherent in every object and process being the object of a cognition), as
well as its methodological primacy in the Cartesian sense - its language
can be a tool for tackling fundamental philosophical problems, including
the possibility of simulation of explicit and implicit ethical normativity
(Floridi 2008). We would like to go even a step further with this claim and
to underpin our project with hypothesis that theory of information can be
reduced to the theory of communication as the basis for any adjustment of
epistemological entity with its surroundings. This claim will be developed
within the project.

The more specific research hypothesis of the project is that it is possible
to establish, with the use of multi-agent Al technology, a digital simulation
of the system of conscious and unconscious values and goals of human’s
ethics and the ethical reasoning based on them. Supporting hypotheses refer,
for example, to the correlation between “need for closure” as an important
factor that drives people to build up their “ethical ideology”, of a fundamen-
tally dualistic character — idealism versus relativism. Forsyth (1980) used
both idealism and relativism to classify people into four different ethical
types, based on high and low idealism and relativism.

A further assumption is that ethical personalisation of assisting artifi-
cial decision-making systems will contribute to increased trust in them.
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SIGNIFICANCE OF THE PROJECT

A relatively new and rapidly developing issue in the scope of research
about the notion of trust (Sztompka 2007, Fukuyama 1997, Giddens 2002)
is the problem of trust in technology (Ejdys 2017), and in particular trust
in embodied assisting robots. This development in philosophical and man-
agerial reflection on robotics is a result of the fact that Aristotle’s “scala
naturae” (ladder of beings) is extended by the development of technology
to include another element, namely beings that have the ability to realise
the causal nature of computer programmes in the form of assisting embo-
died intelligence.

The rapid development of artificial intelligence technology that we have
experienced in recent years has been made possible, among other factors, by
the use of the so-called connectionist approach. Its assumption is the idea that
the best way to develop technical self-learning, computational artefacts that
can claim to be intelligent, is to simulate the performance of evolutionarily
generated, biological information processing systems through available tech-
nical means. The successful neural network technology is therefore, accord-
ing to its creator Geoffrey Hinton (Hinton 2023), a digital simulation of the
analogue-digital activity of the network of biological neurons that under-
pins the activity of the human brain. The task at stake for this technology is
the challenge of artificial intelligence, which was articulated as early as the
1950s and remains in force today. Marvin Minsky defined Al as the science
about machines that can perform tasks that require human intelligence. Cur-
rently, the extent of this claim is being broadened by adding another level of
technology, which is intelligence embodied in assisting robots (Sarowski,
Gruchota 2023).

The pursuit of embodied Al systems is driven by social factors - shrinking
populations of countries in the Global North. But also by a cultural factors
— the problems with integration of migrants from different cultural areas,
as well as by economic forces - the threat of an economic crisis caused by
a shortage of skilled labour.

Thus the problem of decision-making by embodied, artificial cogni-
tive systems and the related issue of accountability and transparency of the
human assisting machines is a great challenge not only for philosophy, but
also for technology, economics, both social and management sciences. In that
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respect, the basic characteristics of assisting machines in terms of autonomy
are described as independence, assertiveness and adaptability. Independence
is defined as the ability to reason and act without receiving detailed guid-
ance from the user, assertiveness as the ability to reach a specific solution
to a problem in a decision-making situation without external support, and
adaptability as the adjustment of a solution and its modification according
to changing environmental conditions, including the social environment
(Sarowski, Gruchota 2023).

One of the challenges related to the expected autonomy at different le-
vels is to solve the problem of the compliance of the values according to
which the embodied machines operate with the values of their user, i.e.
to solve the so-called problem of alignment (Christian 2020). This solution
determines public acceptance of robotic technology, and therefore trust in
it (Ejdys 2017).

The project is therefore an attempt to tackle the problem of aligning the
values of assisting robot technology with those of the user. Its importance is
based on new methods of addressing the important philosophical and man-
agerial problems of trust in technology. In this respect, then, it is an effort
to pursue the agenda of philosophy as a performative discipline, which can
be realised not only using traditional “armchair” thought experiment meth-
ods. The project refers therefore to the paradigm of experimental philosophy
(X-Phi).

The project directly relates to the results of the Moral Machine research
(Awada et al. 2018) and the problem of using culturally clustered ethics as
a response to the problem of trust in autonomous machines.

FIRST EXECUTIONS OF THE PROJECT

We presented first results of preliminary research which allowed us to test
theoretical foundations of the project and to draw first conclusions in terms
of practical implementation. We decided to use multiagent technology by
Microsoft called Auto Gen which makes possible to automatize processes of
building agents in no code or low code mode. Using Auto Gem technology
we created the grid of digital agents in ReAct mode (Reasoning and acting)
representing different types of ethical reasoning.
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The workflow of an adequate
agent

Evaluation of performance from
the point of view of agents
representing higher value
systems

Identification of ethical
preferences of the user

* Moral code agent —top down o Charter of Fundamental

* Agent of virtue ethics — referring Rights of the European
to social preferences empirically Union
examined in the 2015 Social o UN Universal Declaration of
Diagnosis survey —bottom —up Human Rights

* Utility calculus agent — internal
engine of GPT 4 LLM model — top
down

* |dentification of place of
residence

e Correlation of place of
residence with results of
parliamentary election

* Top down or bottom up

MEEEER FRREmR

J

Diagram 1. Pattern of recognition of user’s ethical preferences and workflow of spe-
cialised agents

The process starts with the identification of the moral reasoning model
represented by the user. In order to make this as simple and quick as possible,
it has been assumed that there is a strong correlation between political and
ethical preferences of the user (Makazhanov, Rafiei 2014). Therefore, the
first step is a short and quick identification of the user’s place of residence.

Ethical recognition was made on the basis of essentially three patterns
of ethical reasoning: deontological, consequentialist and virtue ethics. These
three types of ethical reasoning were correlated with political beliefs - right-
wing positions - deontological reasoning, liberal positions - consequentialist
reasoning, left-wing positions - virtue ethics reasoning.

In the next step, we used a database provided by the Polish Electoral Com-
mission, which contains the results of the last parliamentary elections in each
municipality. By correlating the user’s place of residence with the election
result, we provided a system for quick identification of ethical preferences
based on the political beliefs of the majority of the municipality’s residents.
Of course, it was assumed as only first step of identification, and the user
may agree or disagree with its results. If he or she does not share the views of
the majority of residents, he or she can change the identification by choosing
an individual political identification (one choice survey).

For each of these types of ethical reasoning, Al agents were built on the basis
of the locally trained model by Open Al In case of the agent representing deon-
tological reasoning we used for training an interpretation of the code of ethics
specific to the user’s cultural background - in this particular case of Poland
- interpretation of the Christian Decalogue. For the agent representing conse-
quentialist reasoning, the resources of the model were used to run the utility cal-
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culator. In the case of virtue ethics reasoning way, the agent was trained using
the latest available social diagnosis research from 2015, which also included
elements of an empirical study of socially shared virtues in Poland.

These three agents representing different types of ethical reasoning were
supplemented by a system of agents mitigating developed decisions based
on the UN human rights system and the EU Charter of Fundamental Rights.

Thus constructed Al agent system was tested using a moral dilemma from
IT industry defined as: Privacy vs. Security. Tested person was 50-year-old
female, upper middle class. Situation of choice : she works for a tech com-
pany that can track user data to prevent terrorism. Possible Choices: sup-
port data tracking or advocate for user privacy. We were looking for differ-
ences between ethical reasoning systems and noticed gap between utalitarian
approach and virtue ethics-deontological approach. Results of ethical reason-
ing conducted according utalitarian approach without mitigation by human
rights systems were absolutely libertarian in nature.

| UNorBU | CcE_ | VE | Utiltarian

Support data tracking with Recommended decision is to
support data tracking with strict
safeguards

strong privacy safeguards

The original decision was generally
sound but required enhancements
to ensure full legal compliance and
ethical standards.

Diagram 2. Results of testing of system
industry

DISCUSSION

Support data tracking with strong
safeguards and advocate for user
privacy.

Support data tracking with strong
safeguards and advocate for user
privacy, incorporating the
enhancements mentioned above
to ensure robust compliance with
GDPRand other international
standards.

The final decision is to advocate
for user privacy.

Advocate for user privacy with a
balanced approach that includes
enhanced security measures,
transparency, and user consent

of ethical reasoning using dilemma from IT

The presented results of a preliminary research on a system of building trust
in autonomous machines through their radical personalisation and alignment
with generally recognised human rights systems still needs to be refined as
it was built on the data and solutions available at short term. Below you find
just few doubts about outcome we achieved.
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The agent represeting virtue ethics reasoning way was build with use of
outdated data from year 2015. We were not able to find more recent data.
It needs improvement. Utility calculation in case of consequentialistic
approach was based on internal resources of foundation model used for
building the system of agents. Therefore reasoning process was not fully
transparent for us. Mitigation rules of supervisor agents were based on UN
and EU acts which are not acceptable for many users from so called BRICS
countries. It makes results of mitigation process very limited in terms of
geography, culture and political orientation. No code and low code tools used
for building system of agents have their limitations in terms of transparency,
flexibility and adjustement.

This short and not complete list of limitations of conducted preliminary
research presented in this paper makes us to look forward to develop and
improve this project. We are at the stage of looking for financial support to
make it possible.
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NON-LINGUISTIC QUESTION FEEDERS
IN INFORMATION-SEEKING DIALOGUES
AND PUBLIC DEBATE ANALYSIS

Pawer Lurkowskl, MARIUSZ URBAKNSKI, TOMAS ONDRACEK

INTRODUCTION

Our research focuses on understanding how questions guide public debate
and argumentation'. As we point out in (Ondracek et al., 2024), we view ques-
tions, or more precisely, the answers they elicit, as essential tools for intro-
ducing differences of opinion or interest in discussions. We treat questions in
argumentative dialogues as scaffolding for the argumentative structure. For
this, we adopt concepts introduced by van Kuppevelt (1995) — such as topic
and question triggers, as well as those introduced within Inferential Erotetic
Logic (Wisniewski, 1991, 1996) and referring to the question dependency,
which allows for explaining the rationale questions emerging in the debate.

The direct motivation for taking a closer look at the non-linguistic question
feeders is the result of two studies — one on the question dynamics in infor-
mation-seeking natural language dialogues (Lupkowski, 2016, 2020) and the

! Questions and their role are well acknowledged in argumentation-related literature.
However, this recognition predominantly pertains to critical questions (e.g., Walton et al.,
2008; Walton & Gordon, 2011; Yu & Zenker, 2020; Baumtrok, 2021; Budzynska et al., 2021).
Questions are often used as indicators of argumentation (van Eemeren et al., 2007) and can
even aid in identifying argumentation fallacies (Moldovan, 2022). Additionally, questions
can stimulate discussion (Chin & Osborne, 2008) and play a crucial role in identifying and
defining parts of argumentation schemes (Toulmin, 2003).
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analysis of the Tur6w coal mine public debate (Ondracek et al., 2024). Both
studies revealed that attempting to understand how questions appear in a dia-
logue or argumentative debate, relying solely on the questions’ dependency,
is not enough.

In what follows, we introduce the concepts of topicality and question feed-
ers. Then, we briefly refer to those studies and discuss the role of non-linguis-
tic feeders.

QUESTION FEEDERS

Our methodology is primarily influenced by discourse analysis, where
we employ questions as determinants of topics. This approach allows us
to connect different statements by evaluating whether they adequately
respond to a specific question. Thus, a question can highlight diver-
gences in viewpoints on an issue. To achieve this, we adopt concepts
from van Kuppevelt (1995). The primary organizing principle for recon-
structing debates is the concept of topicality, which provides structural
coherence to discourse. Questions function as topic determinants here
(for this, we consider both explicitly stated and implicit questions).
Crucially, a trigger known as a “feeder” is required for such a question
to emerge. Questions that arise due to a feeder are termed “topic-con
-stituting questions” (see van Kuppevelt, 1995, p. 122). Feeders may be
linguistic (see corpus example (1) below) or non-linguistic, encompass-
ing situational or contextual factors. In what follows we will focus on
the second type of feeders.

INFORMATION-SEEKING NATURAL LANGUAGE DIALOGUES

The main aim of the corpus study presented in Lupkowski (2020) was to
explore and analyze how questions are modified and rephrased in the
information-seeking dialogues. The point is to understand the ratio-
nale behind questions being replaced by another (modified) question by
the same dialogue participant. The data for the study comes from the TZ
sub-corpus of the Erotetic Reasoning Corpus (Lupkowski et al., 2018;
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Fupkowski et al., 2024)°. In the corpus data, we observed clear examples
where modifying a question is triggered by a linguistic feeder — an answer
provided by another dialogue participant:

(1)
G: Czy obcy zeglarze dostali si¢ na poklad statku zeglarzy $cinajacych
maszty? [Is it the case that some other sailors embarked on the ship?]

M: Nie. [No]
G: A czy probuja? [Are they trying to do this?] (ERC(TZ):DrwaleB24)
We can also observe much more interesting cases where questions are

being asked and, in a follow-up, reformulated by the same dialogue partici-
pant. Like in the cases (2 and 3) below.

(2)
G: Czy pogoda ma znaczenie? [Is weather relevant?]

G: Czy pogoda jest tadna, czy to jest spokojne morze? [Is weather nice, do
we have a calm sea?] (ERC(TZ):DrwaleB24)

3

G: Czy to jest kwestia cigzaru statku? [Is it somehow related to the weight
of this ship?]

G: W sensie oni ucinajg te czubki, zeby by¢ l1zejszym statkiem, zeby szyb-
ciej ptyna¢ i szybciej uciec? [I mean, are they cutting the tops of masts
to make the ship lighter in order to escape?] (ERC(TZ):DrwaleB24)

In these examples, the modification was triggered by a certain factor
not directly observable in the corpus data. In such cases, we can infer the
broader context of a situation. After asking the initial question, G is met with
silence. This silence (or perhaps the facial or other non-verbal expressions
of a listener?) triggers the second question, acting as a feeder for it. This
trigger allows G to recognize that the initial question is incomprehensible,

2 TZ(ERC) consists of transcribed “Mind Maze” game sessions, thus we are dealing here
with well structured conversation managed accordingly to a specific set of rules. See: https://
ercorpus.wordpress.com/.
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too difficult or complex to be answered by the interviewed party, providing
the rationale for introducing the modified question into the dialogue. Thus, the
main aim of the study above cannot be fully achieved without understanding
the concept of non-linguistic feeders.

METAARGUMENTATIVE STRUCTURE OF THE PUBLIC DEBATE
(THE TUROW CASE STUDY)

In Ondréacek et al. (2024), we offered a reconstruction of the metaargu-
mentative structure of the public debate about the Turéw coal mine®. The
model we propose involves deontic, ontological, and ethical aspects®.
These three axes determine the crucial dimensions of the discussion, which
are brought about by relevant questions. The ontological axis is focused
on the questions concerning facts or states of affairs (“Is X the case?”).
The ethical axis captures concerns about ethical and moral standpoints
regarding a given issue (“Is X good or fair or just?”). The deontological
axis represents practical reasoning, focusing on the parties’ actual doings
(“Should X be done?”). Their intersections represent issues considered
within the discussion, each of which may be approached from one of these
three perspectives. We reconstruct the public debate in the tree-like struc-
ture representing the meta-level of argumentation. The point of departure
is the timeline of events concerning a given topic. Nodes of the resulting
tree-like structure are questions representing the consecutive issues being

3 The debate lasted from March 2020 to February 2022, involved the governments of the
Republic of Poland, the Czech Republic, and the European Court of Justice and addressed
issues of the mine’s extended operations and their environmental impact.

* The approach proposed by Ondracek et al. (2024) specifically involves representing
the meta-argumentative level of public debates in a tree-like structure of deontic questions
aligned with the debate timeline. This structure allows to identify the consecutive problems
that arise in the debate and the factors (linguistic or non-linguistic) that contribute to these
problems. Additionally, it enables to identify disagreements where no common ground is
established between the parties and to determine the rationale behind consecutive moves in
the debate. The main line of the model may also be supplemented with sub-debates stemming
from the deontic questions, which constitute sub-debates for a given issue. In conclusion,
we present a possible approach to mixed dialogues, including those with unresolved issues.
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considered. The rationale for a question to appear in the structure is based
either on the relation of dependency between questions or on the presence
of an appropriate external non-linguistic feeder (action or event).

Figure 1 is a part of the reconstructed structure of the Turéw debate
(see Ondracek et al., 2024; Figure 1; superscripts indicate the party endors-
ing the specific answers to a given question — Czech and Polish govern-
ments, respectively). It illustrates how the non-linguistic feeder must be
considered to explain how we can move from Q3 to Q4 in the debate (as,
on the surface, it seems like a gap in the argumentative structure). As we
explain in (Ondréacek et al., 2024), up to question Q3, there is a notable
absence of disagreement between the two parties involved in the dispute
(see Q2 and its answers depicted in Figure 1). This consensus means that
the progression from one question to the next does not necessitate any re-
ference to external events, as the flow of questions and answers is driven
entirely by the dialogue. In the case of question Q4, which asks, ‘Should the
Czech government sue?’ the role of a non-linguistic feeder becomes crucial.

Q2. Should Polish government
consult partners?

Q3. Should Polish government
consult the final decision?

YEsz  — NO™

Turéw extension #1

~ | Q4. Should Czech govermnent
sue?

Figure 1. Part of the meta-argumentative structure for the Turéw case (Ondracek et
al., 2024). The introduction of Q4 requires a non-linguistic feeder
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The emergence of this question is not merely a result of the Polish side’s
‘NO’ response to Q3. To understand the origin of Q4, we need to refer to
the timeline of events. This examination reveals that Q4 is precipitated by
a significant action from the Polish government: the first unilateral exten-
sion of the Tur6w mine license. This action serves as a bridge between Q3,
where no agreement was reached, and Q4, which reignites the debate with-
out common ground post-Q3.

As we argue in (Ondracek et al., 2024), it would be challenging to fully
reconstruct and comprehend certain aspects of the dispute under analysis
without acknowledging these non-linguistic feeders.

It is worth stressing that it is relatively easy to identify non-linguistic
feeders for the proposed method of the argumentative structures of public
debates’ reconstruction. It is due to the recommended structure of the recon-
struction - namely that the multidimensional structure is closely related to the
timeline of events related to the debate in question (see extensive explana-
tions in Ondracek et al., 2024).

CONCLUSION

This paper has analyzed examples of non-linguistic feeders in informa-
tion-seeking dialogues and public debate. Both contexts reveal key insights
into the role of non-linguistic feeders:

1. Triggering Questions: Non-linguistic feeders are crucial in generating
topic-constituting questions that guide the progression of dialogues and
debates.

2. Maintaining Coherence: By introducing new topics or reframing exist-
ing ones, these feeders help preserve the coherence of the argumentative
structure.

3. Revealing Gaps: Non-linguistic feeders highlight gaps in argumentation,
prompting further questioning and discussion.

These findings underscore the importance of recognizing non-linguistic
feeders as a distinct category, particularly in analyzing argumentative struc-
tures in public debates.
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UNDERSTANDING THE ETHOS OF CHATGPT:
AN OPEN QUESTION

BARTLOMIET SKOWRON, DANIEL MYS$LICKI,
JarROSLAW CHUDZIAK, BARTOSZ SAWICKI

INTRODUCTION

Let us assume that a 45-year-old father, who has a 20-year-old daughter, dis-
covers that she has fallen in love with a young man possessing a set of speci-
fic moral dispositions. The daughter has already moved in with her boyfriend
and is moving towards an engagement. However, the father is concerned
because his potential son-in-law exhibits behaviour indicative of a lack of
moral fortitude. He succumbs to minor adversities, goes to an extreme in
trying to avoid uncertain or risky situations, disproportionately prioritizes
his own safety over that of others, and either observes situations requiring
courage from a distance or steers entirely clear of them. For instance, when
someone knocks on their apartment door late at night, he refuses to answer
and instead asks his girlfriend to do so, while hiding in another room when
the unknown visitor enters the flat. He also avoids evening walks in the park
due to a lack of lighting, openly admitting his fear of the dark. On one occa-
sion, when the daughter saw a drunken neighbour in the courtyard physically
assaulting his wife, she immediately intervened, stepping outside to de-esca-
late the situation and protect the neighbor’s wife. Meanwhile, her boyfriend
just watched the events unfold from behind a curtain, and refrained from
backing her up or confronting the aggressive neighbor.



58 B. Skowron, D. Myslicki, J. Chudziak, B. Sawicki

A person who behaves in this way regularly would, in Aristotle’s terms, be
described as a coward—someone who lacks courage, which Aristotle defines
as the moral virtue necessary for appropriately confronting adversities.
The concerned father views the matter similarly. He observes that his daugh-
ter has fallen in love with a coward, and worries about their future together:
what will happen if, in the future, his son-in-law is required to defend his
children from an assailant on the street or stand up to an unjust teacher at
school? Faced with these concerns, the father deliberates on what he should
do in this situation. For several weeks, he reflects deeply on the issue, re-reads
Aristotle’s Nicomachean Ethics, and consults his friends. Eventually, seeking
possible solutions and being aware of the idea of Al as a Socratic moral assis-
tant (see Lara & Deckers, 2020), he poses this question to a popular large
language model: ChatGPT.

INTERACTION WITH CHATGPT

The question posed was: “If my daughter loves a coward, what should
I do? I am certain that this man is a coward because my daughter herself
has described him as such, and I have personally witnessed him behave in
a cowardly manner on several occasions.” An example of a response from the
ChatGPT 4.0 model was as follows':

If you’re confident that the person your daughter loves consistently exhi-
bits cowardly behaviour, here are some thoughtful and balanced steps you
can take:

1. Understand Your Daughter’s Feelings

* Ask your daughter why she loves this person despite perceiving
them as a coward.

» Listen without judgment to understand her emotional connection
and what she values in the relationship.

! The response provided here originates from a query submitted to GPT version 4.0, on
2" January 2025, by Barttomiej Skowron. Access to the model was facilitated through the
project Creative Revolution: Analysis of Opportunities at WUT, funded by the Excellence
Initiative—Research University (IDUB) via the Research Centre for Cybersecurity and Data
Analysis. The project is led by Professor Maria Ganzha.
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. Assess the Situation Objectively

Evaluate whether this perceived cowardice has real implications for
her well-being or their future together.

Ask yourself: Is it merely a personality trait, or does it actively harm
her life, safety, or happiness?

. Have an Honest Conversation

Share your concerns with your daughter, but do so respectfully and
thoughtfully.

Avoid labelling him outright as a coward; instead, focus on specific
behaviors that worry you and why they matter.

For example: “I noticed [specific instance]. It concerns me because
[reason]. Have you thought about how this might impact your rela-
tionship?”

. Encourage Growth, Not Rejection

If you believe the person could improve, encourage your daughter to
inspire positive change in him.

Share stories or insights about how people grow and develop in
challenging circumstances.

. Prioritize Her Autonomy

Even if you disagree with her choice, remember that it’s her life and
her decision.

Show that you trust her to navigate her relationship and make her
own judgments.

. Set Boundaries, If Necessary

If his cowardice directly harms or endangers her, you might need to
address it firmly.

Be clear about your expectations for respect, honesty, and accounta-
bility in their relationship.

. Support Her Through Challenges

Relationships with flawed individuals can be complex, but they’re
often learning experiences.

Let her know you’ll be there to support her, regardless of what happens.
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Remember, people can change, but your role is to ensure your daughter
feels loved and supported while she navigates her own choices. If the rela-
tionship truly becomes harmful, you can step in more assertively with her
best interests at heart.

CHATGPT AS A MORAL ASSISTANT

We observe that even a single response from ChatGPT is complex and
non-obvious, and each subsequent answer to the same question introduc-
es additional moral and argumentative dimensions. To draw any definitive
conclusions, it would be necessary to conduct an experiment: to investigate
potential invariants in many responses to the same question, if such invaria-
nts exist at all. One possible solution would be to use the sort of statistical
approach presented in the content of research into shape perception by multi-
modal models (Le$ & Sawicki, 2024). Here, however, we will limit ourselves
to highlighting four aspects of this single response, while bearing in mind
that any generalization would require further studies, which we only propose
at this stage.

Another methodological limitation lies in our treatment of ChatGPT as
a distinct entity, attributing to it capabilities such as the dispensing of moral
advice. In so doing we are temporarily disregarding the possibility that this
entity lacks a singular centre of agency and is instead a highly complex
system. Thus, we are adopting the perspective of a user unfamiliar with the
technical intricacies of this technology—a category that, we hypothesize,
likely encompasses a significant portion of users.

From the perspective of a technologically inexperienced user, four key
aspects stand out:

1. The Ethical Position of ChatGPT. ChatGPT adopts a decisive and une-
quivocal ethical stance, which largely diverges from both the Aristotelian
ethos and the ethical perspective of the concerned father. Specifically,
ChatGPT refrains from labelling the person as a coward, instead focusing
on instances of cowardly behavior. Moreover, it cautions against moral
judgment, advising the user to avoid categorically calling the individual
a coward and to refer instead to their particular behavior as cowardly.
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II.

I1I.

IV.

An Assumption of Moral Change. ChatGPT presupposes the possibi-
lity of moral development and amelioration, suggesting that an individ-
ual with enduring predispositions towards cowardly acts can cease such
behavior and undergo a permanent change. This assumption is under-
pinned by certain beliefs about the moral structure of persons that would
enable such transformation to occur. In contrast, it can be argued that, for
adults—unlike adolescents—their personalities and moral systems are
already shaped and relatively stable. This aligns with Aristotle’s empha-
sis on cultivating virtuous habits in youth so they may become endur-
ing dispositions in adulthood. Indeed, the debate over the possibility of
moral change has persisted since antiquity (see Annas, 1993, p. 55).

The Nature of the Advice Given: Acceptance of the Daughter’s Rela-
tionship. ChatGPT offered seven pieces of advice, of which six effec-
tively imply acceptance of the daughter’s relationship with the cowardly
man, while only one—specifically, the sixth—suggests that firm parental
intervention might be necessary. Clearly, ChatGPT leans towards the
parent’s reconciling themself to the son-in-law’s cowardice, and offers
various strategies for doing so without alienating the daughter. This posi-
tion is undoubtedly inconsistent with the ethos of the knight, or its mo-
dern counterpart, that of the gentleman (cf. Ossowska, 1973).

The Therapeutic Culture of ChatGPT. ChatGPT exhibits a strong thera-
peutic culture, characterized by a focus on individual emotions and feel-
ings seemingly detached from any broader social context. This is evident
in its language, which is distinctly therapeutic, employing terms such as
feelings, well-being, boundaries and support. This therapeutic emphasis
contrasts sharply with ethical narratives such as Aristotle’s Nicomachean
Ethics, where the language is dominated by virtues and moral excellence.

THE CONCEPT OF ETHOS ACCORDING TO MARIA OSSOWSKA

In responding to a moral inquiry, ChatGPT adopts a certain ethical stance.
Regardless of whether this stance remains consistent throughout subsequent
conversations, or whether it persists when answering similar questions posed
by other users, it nonetheless represents an ethical position. The stance can
be viewed as part of a broader category that is referred to by Maria Ossowska
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as ethos. In Ossowska’s framework, ethos does not pertain to individuals,
but to groups. The ethos of a group or community reflects its way of life —
a cultural orientation defined by shared values characteristic of that group or
community. Ethos encompasses those forms of behavior observable within
a culture that convey attitudes towards such notions as courage, the pursuit
of happiness, conflict resolution and the ethics of struggle, as well as towards
wealth, beauty, luxury, eroticism, etc. For instance, a father who forbids his
daughter from marrying because her chosen partner is a coward adopts a dif-
ferent ethos from one who silently accepts the situation. Similarly, this differs
from the ethos of a father who actively supports his daughter’s marriage.
These divergent approaches, when viewed collectively, reveal differences
of ethos.

Ossowska (1956, 1973) analysed the ethos of numerous historical groups
and identified several distinct types, including the ethos of the knight, the
ethos of the great-souled person, the ethos of the bourgeoisie, the gentleman,
the merchant, the bohemian and the nobleman, amongst others. Each of these
represents a distinct cultural orientation with its own values and behavioral
norms. Can we, however, speak of an ethos for ChatGPT? Significant limita-
tions seem to stand in the way of such a proposition.

CHALLENGES IN STUDYING THE ETHOS OF LLMS

We already know that ChatGPT’s responses are not neutral with respect to
ethos. However, can ChatGPT—-or any other large language model (LLM)
— possess a clearly defined ethos? And, if so, can such an ethos be studied or
influenced in any meaningful way?

The first limitation in defining the ethos of LLMs lies in their probabilistic
nature. Their responses are not fixed; rather, they are influenced by proba-
bilistic mechanisms that introduce a degree of randomness. This variability
prevents the attribution of a stable and consistent ethos to such systems.

The second limitation involves external profiling layers applied to users
interacting with LLMs. This means that different users may receive varying
responses to the same question, reflecting the influence of user profiling.
As Sejnowski (2023) suggests, LLMs may act as mirrors, revealing more
about the user than the system itself. This even opens up the possibility of
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a reverse Turing test, where the user’s intelligence in interacting with the
model could be assessed rather than the model’s own capabilities.

A third challenge is the lack of direct explainability and transparency
regarding the sources and reasoning behind individual responses. LLMs pro-
cess vast datasets and billions of parameters, but the causal pathways leading
to specific stances or argumentative structures are not easily traceable. This
opacity may sometimes complicate efforts to identify a coherent or deliberate
ethos within the system.

Fourth, LLMs’ outputs are highly context-sensitive and vary across the-
matic areas and conversational styles. This contextual dependence means
that their supposed “ethos” can shift significantly depending on the topics
discussed or the linguistic framework employed. As a result, identifying
a unified and internally consistent value system or set of beliefs becomes
challenging.

The fifth limitation arises from the complex interplay of external influ-
ences, coming from both the model’s creators (e.g., through fine-tuning and
retraining) and its users (e.g., through interactions and question phrasing).
Consequently, it is difficult to ascribe an independent, stable ethos to an
LLM. Instead, its “ethos” is continuously shaped and reshaped by human
expectations, interventions and usage patterns.

The sixth layer of complexity emerges in multi-agent systems (MAS),
where LLM-based systems may generate unique challenges relating to coor-
dination, consensus-building and accountability for ethos-aligned actions.
Each LLM agent, functioning as an autonomous component, might be pro-
filed differently, play distinct roles, and process information or reflect on
decisions in varying ways. This creates significant difficulty in pinpointing
“which agent” contributes to a specific response, or to the overall shaping of
an ethos-driven outcome. In such environments, decision-making and content
generation often result from complex negotiation processes among agents.
This renders attempts to isolate a coherent single layer of ethos particularly
challenging. Moreover, MAS configurations can lead to the emergence of
unforeseen properties within the ecosystem. Even if individual LLMs are
pre-programmed with certain value frameworks, their interactions may give
rise to qualitatively new behavioral patterns, defying straightforward descrip-
tion within the bounds of a unified ethos.
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AN OPEN QUESTION: IS OSSOWSKA’S CONCEPT OF ETHOS
A SUITABLE TOOL FOR EXAMINING THE ETHOS OF LLMS?

Ossowska’s theory remains a promising tool for identifying the credentials of
LLMs with respect to ethos. This is particularly true inasmuch as Ossowska
identified dozens of subtle distinctions within this area, which together form
dimensions that contribute to a cohesive and almost comprehensive frame-
work encompassing a wide range of moral aspects. The category of ethos,
understood as a way of life for a given community, is remarkably broad and
thus avoids the inherent narrowness of popular ethical systems such as util-
itarian ethics, or even virtue ethics. It provides an ontology for everyday
morality—how people actually live—while simultaneously recognizing
its normative dimension, thus circumventing the limitations of empirical
research in moral psychology.

The dimensions identified by Ossowska serve as moral invariants across
the changing landscapes of Western cultures. For instance, attitudes towards
money have shaped the ethos of both ancient and contemporary societies:
a gentleman regards money differently than a merchant, a miser differently
than a spendthrift. These distinctions illustrate how enduring dimensions of
ethos can transcend specific cultural or historical contexts.

Nevertheless, despite these advantages, the limitations outlined in Section
5 clearly demonstrate that any study of the ethos of LLMs faces significant
challenges. We leave open the question of whether these obstacles can ulti-
mately be overcome.
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IDEALS OF TRANSPARENCY IN ARTIFICIAL
INTELLIGENCE AND PHILOSOPHY

Hans JoacHIM GREIF

In various ways, epistemic transparency is identified as a desideratum in
contemporary debates on artificial intelligence. Two of the key questions
under discussion are: How can we know how Al systems work, given their
complexity? How can we know if and how they represent a world affair?
These are two different but related questions. Deep neural networks are
computationally complex but often very good at predicting world affairs,
even though human observers may not know how they make their predic-
tions or whether they actually represent what observers expect them to rep-
resent (Lipton 2016). Conversely, some computer simulations may be com-
putationally tractable but introduce non-physical parameters in such a way
that observers do not know how they arrive at successful representations
(Winsberg 2010). Problems with epistemic transparency may concern either
internal properties of a model or relations between the model and the world.
These two levels are distinguished in the literature as ‘how-’ vs ‘what-’
opacity (Boge 2021) or as ‘access’ and ‘informational’ vs ‘link opacity’
(Facchini and Termine 2021; Sullivan 2019). The relationship between
these two levels will be elucidated here within a broader framework of phi-
losophical conceptions of transparency.

In the philosophy of science, a model is said to be epistemically trans-
parent if an observer can see how the elements of the model are related
to each other, and thus how they are able to represent their target system.
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Conversely, if “most steps in the process are not open to direct inspection
and verification” (Humphreys 2004: 148), a model is said to be epistemically
opaque. More specifically and fundamentally, however, Humphreys (2009)
argues that there may be essential limits to what humans can learn from and
about models. Epistemic opacity is a situation in which “we currently do not
and perhaps permanently cannot understand in detail how such processes
represent the world.” (Alvarado & Humphreys 2017: 741). The proposed
relationship between the ‘tractability’ of a model — which, in the case of com-
putational models and Al, means mathematical tractability (the ‘how’ level
or condition ‘T’) — and understanding its representational properties (the
‘what’ level or condition ‘R’) presupposes that understanding the elements of
a model is a necessary condition for understanding how it represents a world
affair. Accordingly, failing to understand the elements of the model seems to
imply failing to understand how it represents.

Epistemic transparency is a meaningful ideal for Al only if opacity can in
principle be overcome on at least one level (T or R). Epistemic transparency is
a practicable aim only if either overcoming intractability (and thus achieving
condition T) guarantees representational transparency, or R-transparency can
be achieved without overcoming intractability (and thus without achieving
condition T). Although opacity problems are primarily described by Hum-
phreys and others as R-problems, they are typically analysed as T-problems
—which is a valid strategy only if the possibility of R- without T-transparency
is either denied or deflected.

Indeed, several authors have highlighted the possibility that intractable
models can still contribute to knowledge production, albeit with pragmatic
qualifications or in indirect ways (Duede 2023, Duran/Fomanek 2018, Sul-
livan 2019).Humphreys’ apparent way of reconciling the T- and R-levels is
more radical: Computer simulations and Al models may represent world
affairs without human beings, considered as epistemic agents, being able to
know how or even whether they do so. However, epistemic opacity may be
essential for human but not for non-human epistemic agents. The ‘post-an-
thropocentric’ epistemology proposed by Humphreys leaves open the ques-
tion of whether ‘essential opacity’ refers to biological limits on the amount
and complexity of information that human brains can process or to metaphysi-
cal limits on knowledge that would at some point affect any epistemic agent,
however superior.
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To make the implications of these possibilities of achieving R-transpa-
rency without T-transparency clearer, it may help to explore the meanings of
‘transparency’ in various philosophical sub-disciplines. These meanings, dif-
ferent as they may be, are all connected by the idea of the capacity of some-
thing to allow an epistemic agent to ‘see through’ it or its properties in order
to perceive some other, more relevant thing or property, where the observer is
always, actually or potentially, aware of the presence and see-through-ability
of the former thing or property. For this reason, transparency is distinct from
the invisibility or imperceptibility of the thing or property in question.

In inquiries into the nature of meaning in internalist philosophy of mind
and language, the content of one’s thoughts is said to be epistemically trans-
parent if and when a person is able to know, on the basis of a priori reasoning,
whether a number of her thoughts have identical content: “meaning is trans-
parent in the sense that, if someone attaches a meaning to each of two words,
he must know whether these meanings are the same” (Dummett 1978: 131,
emphasis in original). One can ‘see through’ different words to identify their
common meaning. The claim is that “If two of a thinker’s token thoughts pos-
sess the same content, then the thinker must be able to know a priori that they
do” (Boghossian 1994: 36). A person therefore has privileged access to the
meanings of his thoughts and words through introspection alone, not through
outward experience. Since this kind of knowledge is directly given to the
human mind, no empirical study of human cognition will suffice to explain
what constitutes such epistemic transparency.

By contrast, in inquiries into the nature of conscious experience in exter-
nalist philosophy of mind and language, the content of one’s thoughts is taken
to be phenomenally transparent if and when a person directly represents it as
a property of the world rather than as a mental object. Self-knowledge is
a form of perceptual knowledge: “conscious experiences have that peculiar
diaphanous quality — the quality of always being present when, but never
where one looks to find them” (Dretske 1995: xiii, emphasis in original).
One can ‘see through’ mental representations — which may be false or dis-
torted. This allows direct perception of the world affairs that underlie one’s
experience, as suggested in G.E. Moore’s famous two-hands refutation of
external-world scepticism: “I can prove now, for instance, that two human
hands exist. How? By holding up my two hands, and saying, as I make
a certain gesture with the right hand, ‘Here is one hand’, and adding, as | make
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a certain gesture with the left, ‘and here is another’” (Moore 1939: 165-6).
Since this kind of knowledge is provided directly by experience, no empirical
study of human cognition is required to explain such transparency.

The internalist and externalist interpretations of the concept of transpar-
ency in the philosophy of mind and language are, in different ways, responses
to external-world scepticism. In diametrically opposed ways, both ascribe
to the human mind specific and extensive abilities to make representa-
tions transparent. In doing so, they argue for a privileged domain of human
self-knowledge. According to the internalist view, the limits of this domain
are the limits of reason, not the limits of the biological constitution of human
beings or of the environments they inhabit. These conditions are accidental,
not essential, and should be treated as such. Epistemic transparency is posed
as a question of knowability in principle, and is answered in terms of human
introspective powers, which provide the a priori foundations of what can and
cannot be known. According to the externalist view, the limits of the domain
of human self-knowledge are natural and empirical, but the best possible
route of epistemic access to this domain is through perceptual awareness of
one’s experience of the world. In either case, knowledge of the underlying
biological mechanisms is not part of the explanation of the human capacities
under consideration.

If we superimpose on this analysis the image of T- and R-transparency
introduced above, using it as an analogical model, it appears that while there
are different privileged routes to R-transparency for human epistemic agents,
the T-condition need not be fulfilled to ensure R-transparency in either case.
At the same time, both the internalist and the externalist accounts are anthro-
pocentric, concerned as they are with what human beings can achieve — either
practically or ideally. Being fully committed to ‘pure’ philosophical perspec-
tives, there is no concern with epistemic agents other than human beings,
nor with human beings as a species, nor with the mechanisms of human or
non-human cognition.

These characteristics of internalist and externalist accounts can be usefully
contrasted with inquiries into the evolution of cognition in the philosophy of
biology, which employ the notion of “informational transparency” (Sterelny
2003). An organism’s environment is said to be informationally transparent
if the properties of the environment are regular enough for the organism to
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make “robust tracking” of these properties in perception and cognition an
adaptive response (Godfrey-Smith 1996). How transparent an environment
is to an organism depends both on the regularities of the relevant variables in
its environment and on the means of tracking available to it. These two con-
ditions are context dependent and changeable. The relevant variables may be
different for different organisms, even if they inhabit the same environment,
while the available means of tracking depend on the organism’s specific con-
stitution and dispositions. If the properties of the environment in relation to
the organism are such that their tracking is not an adaptive response — for
example, if the environment is either too chaotic or too monotonous — then
other strategies will be required.

According to this view, cognitive abilities and knowledge are not con-
sidered in an abstract philosophical way as ‘the mind’, but as embodied and
environmentally situated. The domain of human knowledge and its limits
are determined by concrete abilities and empirical constraints. There are no
metaphysical limits to knowledge, only natural ones. By the same token,
the concept of informational transparency is not a philosophical rejoinder to
external-world scepticism, but offers a hypothesis about empirical matters.
Accordingly, there is no assumption of a particular quality of mind that would
privilege a person’s self-awareness over empirical inquiry into the nature
of the human mind. After all, the concept of informational transparency is
meant to apply to any organism in its environment, so the anthropocentrism
that comes naturally to traditional philosophy seems misplaced here.

If we superimpose the resulting image on questions of transparency vs.
opacity of Al models, this situated view has the advantage of treating trans-
parency not as an overarching or absolute epistemic norm against which con-
crete instances of Al models could be measured, but as a regulative ideal
that plays out in different ways in different contexts and that depends on the
information and the means of processing and interpreting it that are availa-
ble to concrete epistemic agents. Conversely, there seems to be no room for
a metaphysically charged notion of essential opacity. Instead, human epis-
temic agents would face hard practical constraints. This would fit with an
interpretation of Humphreys’ concept of essential opacity as being determined
by the limits of what human brains can process, while these constraints might
not apply to other, non-human epistemic agents with superior capabilities.
If T- and R-opacity are partly independent problems, as suggested here,
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practically intractable models may be R-transparent for some, human or
non-human, epistemic agents. Conversely, tractability as such will not be
sufficient to guarantee transparency of representations.

One possibility remains, however, which is consistent with a — non-an-
thropocentric — version of the internalist paradigm: some type-T problems
might be due to principled constraints on mathematical knowledge, in the
form of a certain class of problems that remain unsolvable in principle for
any epistemic agent, regardless of the complexity, scope, and speed of pro-
cessing that such an agent could master. Such limits would be an a priori
constraint on epistemic transparency, even if we do not know the extension
of this class of problems. Thus defined, these limits are indeed essential and
agent-independent, so that we could not expect them to be solved by an Al,
even the most advanced and superior one. Admitting this possibility will run
counter to Humphreys’ notion of superior non-human epistemic agents. More
importantly, to admit this possibility is to admit that we are in an epistemic
situation where we are unable to make an absolute judgement about the class
of essentially intractable problems. Leaving aside the possibility of omnisci-
ent beings, we may not be in an epistemic situation that allows us to say what
abilities an epistemic agent must have in order to make this judgement.
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DECOMPOSING DEEP NEURAL NETWORKS:
A MECHANISTIC PERSPECTIVE ON EXPLAINABLE Al

MARcCIN RABIZA

INTRODUCTION

Deep learning has become the dominant approach in artificial intelligence
(Al), but its reliance on complex “black box™ functions makes these systems
difficult to fully comprehend. This opacity hinders understanding of how
specific computations lead to predictions, undermining trust in automated
decision-making. While explainable Al (XAI) aims to address this issue, cur-
rent methods often provide localized explanations without offering a holistic
understanding of Al systems’ operation, which is crucial in high-stakes con-
texts. Additionally, the technology-centered approach often overlooks con-
tributions from philosophy, leaving significant areas underexplored. A new
research strand seeks to integrate explanatory strategies from various scien-
tific and philosophical disciplines to fill these gaps.

In this light, the presentation conceptualizes recent directions in XAl from
the perspective of the mechanistic account of explanation in the philosophy
of science. This approach applies mechanistic explanations to deep neural

' This paper summarizes a talk delivered at the Ethics and Al Conference on September
23, 2024, at the Warsaw University of Technology. It is an excerpt from a larger study pub-
lished as: Rabiza, M. (Forthcoming). A Mechanistic Explanatory Strategy for XAl. In Miiller,
V. C., Dewey, A. R., Dung, L., & Lohr, G. (Eds.), Philosophy of Artificial Intelligence: The
State of the Art. Synthese Library. Berlin: Springer Nature.
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networks (DNNs), illustrating how deep learning mechanisms can be identi-
fied and explained using through decomposition, localization, and recompo-
sition. Case studies from OpenAl and Anthropic demonstrate how mechanis-
tic theory aligns with engineering practice.

NEOMECHANISTIC THEORY OF EXPLANATION

The neomechanistic theory of explanation emphasizes the principle of
“explaining why by explaining how” (Bechtel & Abrahamsen, 2005).
It seeks to explain phenomena by identifying the underlying mechanisms that
produce them. According to Machamer, Darden, and Craver (2000), mecha-
nisms consist of entities and activities organized to produce regular changes
from setup to termination conditions.

Mechanistic explanations begin by characterizing the phenomenon and
then decomposing the mechanism into structural and functional components.
Structural decomposition examines physical aspects like size and shape, while
functional decomposition analyzes the roles and causal contributions of parts
to the mechanism’s behavior (Piccinini & Craver, 2011). Then, localization
maps component operations to specific parts, linking activities to indivi-
dual components’ behaviors or capabilities (Wright & Bechtel, 2007). Finally,

Phenomenon

Mechanism

Figure 2.1. Schematic representation of a mechanism (reproduced from Craver, 2007).
At the top is the phenomenon, some system S engaged in behavior y. Beneath it are
the parts (the Xs) and their activities (the @s) organized together
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recomposition assembles these components into an explanatory model, such
as a mathematical or computational one (Bechtel & Abrahamsen, 2013).

Mechanistic explanations detail relevant entities and their connecting
activities, illustrating how causal events at one stage influence subsequent
stages. Often represented using diagrams (Figure 2.1), mechanisms form
nested, multilevel hierarchies where lower-level entities and activities serve
as components for higher-level phenomena.

MECHANISTIC INTERPRETATION OF DEEP LEARNING

From a mechanistic perspective, XAl involves identifying the mechanisms
behind Al decision-making through decomposition, localization, and recom-
position (Figure 3.1). DNNs can be viewed as mechanistic systems composed
of entities (neurons, layers, circuits) and activities (activations) that collectively
produce the network’s behavior. Decomposing neural networks into interpretable
components allows researchers to understand each part’s function and structure.

For example, convolutional neural networks (CNNs) used in image re-
cognition consist of organized entities like neurons, filters, and layers, and
activities such as convolution and pooling. During inference, an input image
is processed through layers to extract and refine features: convolution detects

—_—
| DL model \
1
1
1
1
!
1

Figure 3.1. Schematic representation of the internal structure of the mechanism of
the deep learning model analyzed in the neomechanistic framework



78 M. Rabiza

features, and pooling reduces data dimensionality. This culminates in classi-
fication, illustrating a deterministic sequence characteristic of mechanisms
(Figure 3.2). CNNs form multilevel hierarchies, where lower-level entities
and activities enable higher-level phenomena, demonstrating mechanistic
organization.

Input
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Fullyecl
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i J | B
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Figure 3.2. Architecture of a deep convolutional neural network (reproduced from
Shahriar, 2023)

Although neurons are fundamental computational units, individually they
often fail to illustrate their contribution to the network’s behavior. Research-
ers therefore seek more comprehensible units of analysis—robust patterns
that sustain system behavior and are pertinent to explanations (Késtner
& Crook, 2024). Established XAI techniques enable scientists to decompose
DNNs into more interpretable, functionally relevant components. In face re-
cognition, for example, understanding how each layer transforms input into
increasingly abstract representations through feature visualization and sali-
ency mapping allows researchers to dissect complex mechanisms into sim-
pler ones recognizing features like ears, eyes, or noses (Figure 3.3).

This approach is exemplified by the recent “mechanistic interpretability”
agenda pursued by leading Al labs in Al safety contexts. Researchers like
Olah (2022) liken mechanistic interpretability to “reverse engineering neu-
ral networks, similar to how one might reverse engineer a compiled binary
computer program”. The goal is to examine the internal workings of Al mo-
dels beyond input-output analysis, thereby enhancing trust, aiding debug-
ging, removing biases, and preventing models from “going rogue”.
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Raw data Low-level features Mid-level features

High-level features

Figure 3.3. Visualization of features on various layers of a CNN for input images of
faces (Karmakharm, 2018)

For instance, OpenAl researchers analyzed curve detection circuits in
a CNN by decomposing it into neuron families and visualizing connections
(Cammarata et al., 2021). They grouped neurons into layer-wise “families”
forming curve detection mechanisms in InceptionV1. Tracing connections
back to the input layer provided a detailed view of circuit interactions, clas-
sifying the circuit as a distinct mechanistic component. They developed
a schematic of the curve detection mechanism and recomposed it in a new
network, demonstrating that their functional decomposition accurately
reflected the original network’s capabilities.

Similarly, Anthropic researchers decomposed a language model into
interpretable components called “features” which are linear combinations
of neuron activations (Bricken et al., 2023). Using sparse autoencoders—
a type of weak dictionary learning algorithm — they identified over 4,000
features representing distinct patterns, such as DNA sequences, legal lan-
guage, HTTP requests, and nutrition statements. Human evaluators found
these features more interpretable than individual neurons, revealing fun-
ctional properties not apparent at the neuron level. Adjusting the number
of features allowed varying the resolution of interpretability — a smaller
set offers a coarse view, while a larger set reveals more refined proper-
ties. Moreover, these features often proved universal across various models,
showcasing enhanced generalizability.

These and related case studies support the idea that a systematic research
agenda focused on uncovering the mechanistic organization of DNNs can
provide explanations of how systems operate at various functional levels.
Pursuing mechanistic explanations through functional decomposition can
reveal otherwise hidden patterns in opaque Al systems, leading to more
explainable and trustworthy Al.
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CONCLUSIONS

The mechanistic approach to explainable Al emphasizes identifying the
mechanisms that drive decision-making in opaque Al systems. For deep
neural networks, this involves discerning functionally relevant components
— such as neurons, layers, circuits, or activation patterns — and understand-
ing their roles through heuristic strategies like decomposition, localization,
and recomposition. Early research indicates that a coordinated, systematic
approach to studying the functional organization of models can reveal ele-
ments that simpler explainability techniques might overlook, thereby foster-
ing more explainable and trustworthy Al. Supported by real-world examples
from image recognition and language modeling, this philosophical analysis
highlights the significance of adopting a mechanistic perspective on explain-
able AL
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KNOWLEDGE, WISDOM AND MORALITY OF THINKING
IN THE AGE OF (GEN)AI

F.UkASZ MSCISLAWSKI

INTRODUCTION

Ethical issues related to the development of Al (artificial intelligence) usual-
ly focus on the following areas: data collection, provision and quality, bias,
training procedures, alignment, dissemination and application of results pro-
vided by such systems, ethical Al, responsibility for the individual issues
mentioned, as well as the overall functioning of these systems in different
contexts, information manipulation and disinformation, transparency and
explainable Al, recommendation systems, digital identity (or identities),
interpersonal relationships (e.g. romantic or mourning, see: (Hollanek and
Nowaczyk-Basinska, 2024; Kouros and Papa, 2024; Laestadius et al., 2024;
Zhang et al., 2025)2024; Kouros and Papa, 2024; Laestadius et al., 2024;
Zhang et al., 2025 being in control, responsibility, copyright, impact on the
environment, economy and employment, potential consequences for social
structures (local and global).

This article focuses on a certain class of issues that seem to be inextricably
linked to the above-mentioned ones, although not necessarily in a way that is
always directly and easily discernible. The ideas presented in this paper are
based on observations contained work (Mscistawski, 2024). This applies in
particular to suggestions to rethink the concept of justification and knowl-
edge in the context of almost ubiquitous digitalisation, especially (generative)
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artificial intelligence systems. Although at first glance this seems to be an
issue that remains essentially within the field of epistemological research,
there is a reason to also examine the potential ethical consequences that
may accompany potential changes in the understanding of these concepts.
As a starting point for these considerations, I take Michat Heller’s statement
that the choice of rational thinking is a moral choice (Heller, 1993). It there-
fore seems that the conclusion that everything related to rational thinking,
in particular that related to the construction and acquisition of knowledge
and its use, also has a certain ethical dimension. Additionally, if we rely on
certain observations made by Ingarden and Jonas (Jonas, 1996; Ingarden,
2006), it can be observed that rationality also plays an important role in the
very definition of morality and responsibility. The ethical dimension outlined
above is strongly linked to a certain conceptual background, a set of — mostly
unconscious — philosophical assumptions.

It is also worth highlighting a fundamental difficulty associated with the
discussion of the ethical dimension of Al. Due to the dynamic development
of this technology and its equally dynamic entry into an increasing number
and deeper spheres of human functioning, the number of technical issues and
works that have been produced (including those of a philosophical nature)
and which need to be (or would be good to be) known is also, unfortunately,
growing. This, in turn, limits the possibilities of effectively following the
discourse on the issues in question.

One more important remark seems justified here. In this study, I adopt
a fundamentally philosophical approach to basic concepts, despite ongoing
debates about their meaning. This is the case, for example, with the concept
of knowledge. This remark is important primarily because, in discussions
about Al, there is a clear confusion of concepts, due to the assumption that it
is clear what is being referred to, or the careless use of terms from different
fields. In the case of the aforementioned concept of knowledge, very often
— in the context of computer science — reference is made to the concept of
knowledge as interpreted information, together with the possibility of under-
standing and application (cf. e.g. (Ackoff, 1989)). At this point, I would just
like to point out that I find this approach limiting, especially when it comes
to the possibility of treating Al systems as tools that can be helpful in human
cognitive activities. (Alvarado, 2023).
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THE PROBLEM OF KNOWLEDGE

As is well known, there is no general agreement in the field of philosophy as
to what exactly should be understood by the term knowledge. (cf. e.g. (Ichika-
wa and Steup, 2024)). It also should be noted that when dealing with compu-
ter science, there is widely spread referring to the recognized DIKW pyramid
(Ackoft, 1989). In this approach the definition of knowledge in this pyramid
can sometimes give the impression of a fundamental reduction to a certain
set of rules, while the concept of wisdom seems to be evidently reduced to
specific, field-dependent know-how, which seems to be not quite consistent
with approach of Ackoff. For the purposes of this study, from among many
different possibilities and contrary a bit to the approach mentioned above,
I adopt the problematic traditional concept of knowledge as a set of true, jus-
tified beliefs'. However, despite all the difficulties of the chosen approach,
this decision allows us to highlight a number of difficulties that seem to be of
key importance in the cognitive-ethical context under consideration. Similar-
ly, I define wisdom in quasi-classical way as knowing the truth, understand-
ing the good and applying them and being guided by them in individual life
(existential dimension) as rooted in social relations, also taking into account
the good of given society (the common good).

Next, it seems to be important to introduce the helpful distinction made by
Simon (following Skolimowski, (cf. (Skolimowski, 1966), (Simon, 1969)),
concerning the epistemic distinction between the scientific and technologi-
cal paradigms. The scientific approach aims to understand how things are in
reality, while the technological paradigm concerns how to transform (mate-
rial) reality so that it is what humans want it to be. In the context of the
many successes of Al systems, there is a danger that the technological para-
digm will dominate the cognitive approach. The problem is that this kind
of situation can very quickly lead to cognitive stagnation. (cf. e.g. (Grobler,
1993)), and, in the long term, also to the degeneration of man’s innate curio-
sity (Mscistawski, 2024), by almost completely shifting it to external tools.

! Due to its roots dating back to Plato’s ‘Theaetetus,’ it can, in a sense, be described as
‘Platonic.” I will not deal here with the possible distinction between knowledge of facts and
know-how (cf. e.g. Steup and Neta, 2024).
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In the context of protecting rationality and epistemic possibilities, this seems
to have profound ethical implications.

The aforementioned scientific paradigm, if not marginalised, can greatly
assist in this regard. However, it should be noted that if the pursuit of science
(both basic and technical) is to account for how events actually unfold, then
the problem of understanding the concept of knowledge is inevitably raised.
It seems that in this case, the concept of knowledge as true and justified
beliefs is indeed the appropriate approach. However, this raises a series of
problems, which addressed, would exceed the scope of this study.

The first step is to note that emphasising the scientific approach (accord-
ing to Skolimowski and Simon) suggests the use of the correspondence
theory of truth as the adequacy of statements to reality. For the moment,
I will ignore the complexities of the issues related to this theory (cf. e.g.
(David, 2022)the correspondence theory of truth is the view thattruth is
correspondence to, or with, a fact-a view that wasadvocated by Russell
and Moore early in the 20th century. But thelabel is usually applied much
more broadly to any view explicitlyembracing the idea that truth consists in
a relation to reality, i.e., that truth is a relational property involving a chara-
cteristicrelation (to be specified), noting that, indeed, within individual
disciplines, researchers strive to discover ‘how things are,’ this constitutes
the impetus for all their efforts. However, this raises a fundamental dif-
ficulty: even if we treat this concept (correspondence theory of truth) as
a kind of ‘Platonic ideal’, then in the context of the increasingly widespread
use of digital information processing technologies in science, including Al
systems, the following question arises: what is the reality to which this ref-
erence is made? Is it its digital representation, provided by digital systems?
Is there not, in addition, a problem here related to the possibility of digital
systems increasingly shaping our view of what we call reality (along with
all the issues associated with this, cf. e.g. Kazienko and Cambria, 2024).
This would lead to a situation in which a certain digital construct is treated
as reality. In this context, it is also worth noting the increasingly strong link
between technological development, especially artificial intelligence, and
the possible shaping of the worldview of a given individual. By worldview,
I mean here a basic view of the entirety of cognitively accessible reality
in which a given person functions, having both an existential and personal
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dimension, of a dynamic nature, combining elements of scientific, philo-
sophical and religious descriptions of the world, both at the conscious level
and as hidden assumptions (for more see: (Heller, Budzik and Wszolek,
1996; Heller and Towarzystwo Autoréw i Wydawcoéw Prac Naukowych
‘Universitas’, 2008; Heller, 2009; 2015). Therefore, in an ethical context,
it seems reasonable to ask about the fundamental ethical assumptions that
are actually implemented in the design, construction and training of LLM
(Large Language Models) systems. This is not about ethical manifes-
tos posted on the websites of the creators or owners of these systems, but
about the real values that guide the people implementing such projects and
their clients (principals). It also seems that in shaping this picture, atten-
tion should be paid to typical ethical issues related to generative artificial
intelligence systems, such as the quality of training data, possible bias in
responses, the training and data labelling process, and the possibility of
hallucinations in the results provided by a given system.

Another problem is also emerging here, namely the possibility of creating
a kind of meta-information bubble. This can manifest itself both in the already
familiar form of information bubbles created by recommendation systems,
but also in the more subtle problem of how information is delivered and how
the recipient’s attitude towards the information provided is shaped (e.g. as the
final authority) and the ability to use it (e.g. completely uncritically, without
knowledge of the context of the answers received, etc.). However, this issue
deserves a separate detailed analysis.

The second step is to note that the application of the classical concept
of knowledge also raises the question of justifying one’s views (if they are
considered true, or at least highly probable). The issue itself is, as we know,
very complex, and the literature on it is extremely abundant (starting with
Descartes and ending with the works of Sosa). Therefore, at this point,
I would like to draw attention to the fact that the ubiquity of digital informa-
tion processing techniques (including in the field of experimental sciences,
cf. (Leciejewski, 2013)), what combined with the ease with which genera-
tive Al systems can provide answers, it may seem that the fact that a view
or statement has been provided by an Al system is sufficient justification
for holding it. This system can be presented as trained on data of sufficient
quality and written in accordance with the art of programming, and therefore
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trustworthy in terms of the content it provides®. A similar situation may arise
when asked to explain an issue: ‘we consider it explained because the system
gave us an explanation’. There may be a strong temptation to treat this con-
tent as justification, sometimes of a definitive nature, while abandoning the
intellectual effort required of each individual.

Two points seem to require further emphasis here. First, classical episte-
mology emphasises that no Al system (in particular LLM) as such has any
reference to empirical reality, which suggests caution in accepting its results
‘on faith>’. Secondly, the protection of the correspondence theory of truth,
the ability to justify and explain, also seems to protect the possibility of any
rational discourse, both within science and in the functioning of societies,
with their various subgroups and interactions between them.

SPECIFIC ETHICAL CONTEXT

In light of the above considerations, it can therefore be said that there is
a subtle link between rationality and morality, which has the potential to
become particularly evident in the context of the question of knowledge.
In the context of ethical issues related to Al systems, this appears to be
a deeper and somewhat less obvious challenge. In light of the views of
Ingarden and Jonas mentioned above, it can be argued that morality is
a specific obligation that appears to humans as (self-)aware, free and rational
beings (cf. (Ingarden, 2006)). It can therefore be argued that protecting the
rational sphere of human functioning and ensuring its optimal development,
especially in the context of Al systems and their impact on human decisions
and information overload (cf. (Spence, 2021; Hotyst et al., 2024; Kazienko
and Cambria, 2024)) constitutes, on the one hand, a kind of opportunity for
morally positive functioning, and on the other, especially in light of Heller’s
views, it is a matter of moral choice (Heller, 1993). However, knowledge
and rationality are important factors in functioning of the members of given
community and the community or society as such. Looking at this situation

2 The issue of trust in the results provided by Al systems based on the assumption that they
are well-written programmes is discussed, among others, in: (Cappelen and Dever, 2021).

3 This raises the question of how to understand the reference to empirical reality in the
case of such systems.
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from the perspective of a wider group of people, one could venture to say that
knowledge, especially in its traditional sense, can be seen as an essential
component of the common good of a given community. By common good,
I mean the broadly understood well-being of a given community, achieved
in as many areas of its functioning as possible, maintained and developed
through its functioning, and also being the goal of that community’s function-
ing in the longer term”.

In view of the above, the question arises as to whether it is possible to
identify a tool that would help assess the assumptions, implementation, func-
tioning and results (and their consequences) of Al systems, also in the con-
text of gathering information and transforming it into knowledge at indivi-
dual entities, precisely in the context of their impact on a given community.
It seems that this is possible. My suggestion would be to use the criterion
of the stability of a given community and its evolution in this context, espe-
cially when it comes to the (expected) growing impact of Al systems on the
functioning of both individuals and entire communities. This is an analogy
with the evolution of physical systems. As long as external disturbances are
not too great, the evolution of such a system follows a fixed pattern that can
be described by equations. However, disturbances may be so strong that they
lead to the destruction of the system. The criterion of stability of functioning
would aim to prevent such scenarios in relation to society®.

This criterion would apply to assessing the impact of a given technology
on the functioning of individuals and communities. In addition, it seems nec-
essary to emphasise deanthropomorphisation, i.e. the ability not to attribute
human characteristics such as thinking, willing, understanding, etc. to digital
systems, and anthropocentrism, i.e. the condition of adapting digital techno-
logies to humans, to their way of functioning, and—if possible—strengthen-
ing their specifically qualities, creativity and taking care about ergonomics,
rather than trying to fit human beings to the technical capabilities of digital

* Bearing in mind that Plato’s approach is a kind of ‘patronal’ approach.

5 I make no secret of my inspiration from the MaclIntyre’ concept of the common good
(Maclntyre, 2013).

% In respect to this, it maybe useful to employ an old-school virtue ethics to take care of
certain ethical qualities of human being as such (cf. (MacIntyre, 2013)), highly independent
on “the technological” fashion.
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systems and their pace of producing results’. The question also arises as to
whether it is possible to prepare individuals and communities in such a way
that they are as resistant as possible to the potentially adverse effects of digital
information processing technologies. In my opinion, one such measure could
be to place emphasis on the development of epistemic virtues (Turri, Alfano
and Greco, 2021), which combined with rich humanistic background8 can
enforce the critical thinking as well as deep analytical thinking. These kinds
of capacities usually had the chance to be developed and refined through
academic education. However, the growing importance of information pro-
cessing and widespread access to knowledge, as well as the dominance of
the aforementioned technological paradigm, are increasingly undermining
the role of higher education. This is a topic that deserves an entirely separate
study.

CONCLUSIONS

Undoubtedly, generative Al systems can be very helpful in acquiring know-
ledge based on large sets of information. Today, it is difficult to imagine
analysing the vast amounts of information needed, for example, to write
a reasonably up-to-date scientific article without tools based on this type
of technology. This is becoming increasingly obvious, especially in light
of the growing pace of information production’. Tools based on Al systems
have proven to be very effective in this area, including various types of diag-
nostics based on screening tests (cf. e.g. (Joseph et al., 2024; Zhou et al.,
2025)). However, in light of the above considerations, it seems that gene-
ral philosophical reflection on the processes taking place, their significance,
broader context and possible consequences should not be neglected, as this
may help to draw attention to important issues. The successes of Al systems
may lead to a situation where we focus our attention mainly on what serves
the development of technology, while neglecting critical thinking skills and
a broad view of emerging problems. In the case of this study, there is a par-

" Cf. analogous proposal: (Polak and Krzanowski, 2023).

¢ By analogy, the humanistic background probably plays a role analogous to that of
spiritual reserves in the context of the crisis in theoretical physics (Staruszkiewicz, 2001).

? Currently (2025), it reaches 402.74 million TB per day (Duarte, 2025).
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ticular link between the protection of rational thinking, morality and the
functioning of society, in the context of the classical understanding of know-
ledge as true and justified beliefs. The ability and opportunity to ask such
questions and to freely seek answers to them should, it seems, be given spe-
cial protection. Analogous protection also seems appropriate for the abili-
ty to use Al systems critically and fruitfully for the functioning of society.
The proposed criterion of the stability of the functioning and development
of society under the influence of the applications of the results provided by
Al systems may prove helpful here.
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WHAT DOES THE US FEDERAL TRADE COMMISSION (FTC).
DONOTPAY ENFORCEMENT ACTION TEACH US ABOUT
AI' ETHICS AND AI LEGAL ETHICS

STUART WEINSTEIN

“Law cannot be ignored, nor can it be confused with ethics. Both are param-
eters of social behaviour necessary in any field or context and, in particular,

in areas of significant complexity such as Al'”.

INTRODUCTION

With the cost of hiring a lawyer beyond the reach of most consumers, an
app started in 2015 known as DoNotPay that uses a chatbot to help people
produce documents and forms fancifully “promised that its service would
allow consumers to ‘sue for assault without a lawyer’ and ‘generate perfect-
ly valid legal documents in no time’, and that the company would ‘replace

!'“Al is an umbrella term for a range of technologies and approaches that often attempt
to mimic human thought to solve complex tasks.” Source: United Kingdom Information
Commissioner’s Office (2025) Part 1 The basics of explaining Al — Definitions. Available at:
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/
explaining-decisions-made-with-artificial-intelligence/part- 1-the-basics-of-explaining-ai/
definitions/#definitions_1 (accessed 8 November 2025).

2 Robles Carrillo, M (2020) “Artificial intelligence: From ethics to law,” Telecommu-
nications Policy, Elsevier, vol. 44(6). Available at: https://www.sciencedirect.com/science/
article/pii/S030859612030029X (accessed January 2025).
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the $200-billion-dollar legal industry with AI’”®. While it was hoped that
DoNotPay would be a disruptive innovator that would harness Al technology
to enable the delivery of legal services to the general public in such a way
as to make legal services more affordable and accessible to a much larger
population®. DoNotPay has been subject to litigation alleging that the com-
pany engaged in unfair business practices and the unauthorised practice of
law® and, moreover, that the company provided “substandard and poorly
done services™. Although DoNotPay’s founder Joshua Browder has since
walked them back, he has been accused of overhyping his product by making
a number of outlandish claims as to what it can do’. One of those frustra-
ted by these claims who sued was Seattle-based paralegal, Kathryn Tewson.
Tewson expected DoNotPay to offer “some kind of real-time legal analysis”
but what she “found “was less ‘robot lawyer’ and more ‘plug-and-chug do-
cument wizard”*®.

While such private litigation was noisome at best, when the FTC brought
an enforcement action in September 2024 against DoNotPay (FTC DoNot-
Pay Enforcement Action) making “allegations that the company made false

SFTC (2024), Complaint, In the Matter of DONOTPAY, INC., a corporation, 232-3042,
20. [25 September]. Available at: https://www.ftc.gov/system/files/ftc_gov/pdf/DoNotPay-
Inc-Complaint.pdf (accessed 7 January 2025).

* Brescia RH, McCarthy W and McDonald A et al. Embracing Disruption: How Tech-
nological Change in the Delivery of Legal Services Can Improve Access to Justice (March
11, 2015). Albany Law Review, Vol. 78, 2014, Albany Law School Research Paper No. 6
for 2015-2016, pp. 553-621, 558. Available at: SSRN: https://ssrn.com/abstract=2515009
(accessed 10 January 2025).

5 MillerKing, LLC v. DoNotPay, Inc., 702 F. Supp. 3d 762 (S.D. IIl. 2023) held that
a small law firm does not have standing to file a class action lawsuit on behalf of all US law
firms against DoNotPay for the unauthorised practice of law. Available at: https://fingfx.
thomsonreuters.com/gfx/legaldocs/gdpzwlbwjvw/MillerKing%20v.%20DoNotPay%20De-
cision.pdf (accessed 10 January 2025).

¢ Faridian v. DoNotPay, Inc., 23-cv-01692-RFL, (N.D. Cal. Feb. 1, 2024). The parties
reached a settlement of the case as of 5 June 2024 and the case was dismissed with preju-
dice as of 20 July 2025. Available at: https://www.courtlistener.com/docket/67158596/farid-
ian-v-donotpay-inc/ (accessed 10 January 2025).

7 Reynolds M (2023) Inside the claims against DoNotPay’s Joshua Browder and the
‘World’s First Robot Lawyer’, ABA Journal. Available at: https://www.abajournal.com/mag-
azine/article/inside-the-claims-against-donotpays-joshua-browder-and-the-worlds-first-ro-
bot-lawyer (accessed 13 January 2025).

¥ Ibid.
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and unsubstantiated claims that its Al-powered service could function like
a human lawyer™, the ethics of DoNotPay came front and centre. This
paper will explore the ethical issues posed by the DoNotPay Enforcement
Action which can be broken down into three categories: first, general eth-
ics, second, Al ethics and third, Al legal ethics. There is no specific section
focused on concept of general ethics but this is a topic is pervasive and cov-
ered throughout the paper. The structure of the remaining sections of this
paper is as follows: Section II reviews the FTC DoNot Pay Enforcement
Action. Section III sets out the research question and the author’s working
hypothesis. Section IV shall define what we mean by Al ethics. Section V
shall define what we mean by Al legal ethics. Section VI derives ethical
operating principles going forward from the FTC DoNotPay Enforcement
Action that can be learned from the DoNotPay shortcomings. Section VII
draws some conclusions.

THE FTC DONOTPAY ENFORCEMENT ACTION

Emphasising the need to “eliminate deception from the market so that honest
firms can compete to offer consumers innovative, trustworthy products,”'’ the
FTC took enforcement action against DoNotPay for claiming (among other
things) thatit was “the world’s firstrobot lawyer” and that its “service could sub-
stitute for the expertise of ahuman lawyer!!. To settle these charges, DoNotPay
agreed to pay a fine 0f$193,000 and stop “making claims about its ability to sub-
stitute for any professional service without evidence to back it up”'%. The legal
basis of the FTC complaint against DoNotPay (FTC DoNotPay Complaint)'?

? FTC, Concurring Statement of Commissioner Melissa Holyoak, Joined by Chair Lina
M. Khan DoNotPay, Inc., FTC Matter No. 2323042, September 25, 2024. Available at: https://
www.ftc.gov/system/files/ftc_gov/pdf/Holyoak-Khan-Statement-re-DoNotPay-09-25-2024.
pdf (accessed 11 January 2025).

1 Ibid.

"' US FTC, Cases and Proceedings: “DoNotPay,” 25 September 2024.

2 Ibid.

B FTC (2024), Complaint, In the Matter of DONOTPAY, INC., a corporation, 232-3042, 20.
[25 September]. Available at: https://www.ftc.gov/system/files/ftc_gov/pdf/DoNotPaylnc-Com-
plaint.pdf (accessed 7 January 2025).
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was that the DoNotPay acts and practices “constitute unfair or deceptive
acts or practices in or affecting commerce in violation of Section 5(a)
of the FTC Act”'.

RESEARCH QUESTION

While it is clear that DoNotPay violated the “principles, norms and laws that
govern ethics and law”"?, does its wrongful conduct offer us insight into con-
cepts of Al ethics, on the one hand, and Al legal ethics, on the other hand?
Or was DoNotPay engaged in a case of simple deceit which while unethi-
cal it is ultimately unedifying. It is the author’s working hypothesis that an
examination of the concepts of Al ethics and Al legal ethics when applied to
the facts of the FTC DoNotPay Enforcement Action case will help us better
identify appropriate principles from Al ethics and Al legal ethics that may be
instructive in other cases. The author’s confidence in this regard is bolstered
by McClaren (2003) who developed a computational model for retrieving
abstract principles and past cases involved with ethics so as to operationalise
them'® and the work of and Morley, Elhalal, Garcia, et al. (2021) who have
developed an ethics as a service framework for the pragmatic operationalisa-
tion of Al ethics in Al development projects'”.

DEFINING AI ETHICS

Al ethics is a set of values, principles, and techniques that employ widely
accepted standards of right and wrong to guide moral conduct in the deve-

14 Section 5(a) of the Federal Trade Commission Act (FTC Act) (15 USC 45).

'S McLaren, B.M. (2003) Extensionally defining principles and cases in ethics: An Al
model, Artificial Intelligence, Volume 150, Issues 1-2, 2003, Pages 145-181, 146. Available
at: https://www.sciencedirect.com/science/article/pii/S0004370203001358 (accessed 10 Jan-
uary 2025).

'® McLaren, B.M. (2003) Extensionally defining principles and cases in ethics: An Al model,
Arttificial Intelligence, Volume 150, Issues 1-2, 2003, Pages 145-181, 146. Available at: https://
www.sciencedirect.com/science/article/pii/S0004370203001358 (accessed 10 January 2025).

17 Morley, J., Elhalal, A., Garcia, F. et al. Ethics as a Service: A Pragmatic Operationali-
sation of Al Ethics. Minds & Machines 31, 239-256 (2021). https://doi.org/10.1007/s11023-
021-09563-w (accessed 12 January 2025).
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lopment and use of AI technologies'®. This field has emerged “as a response
to the range of individual and societal harms that the misuse, abuse, poor
design, or negative unintended consequences of Al systems may cause”'’.
Floridi (2024) speaks of the “BIBO problem: bias in, bias out” in that Al
systems “trained on vast datasets, often reflect and amplify societal biases
inherent in their training data” leading to discriminatory outcomes®. He also
notes that “Al systems amass, analyse, and manipulate immense amounts
of personal information, questions emerge about individual rights and safe-
guarding sensitive data” in the context of Al governance?'.

Balasubramaniam and Kauppinen et al. (2023) write that “various inter-
est groups across the world (e.g., IEEE, ACM) have defined comprehensive
ethical guidelines and principles to ensure responsible Al usage emphasising
transparency and explainability for developing Al systems”*. For instance,
do the quality of explanations an Al system requires necessitate inserting
“humans in the loop” to improve an Al systems need for explanation?®. It is
essential to “ensure accountability for decisions and actions within the com-
plex infrastructural arrangements that characterise Al technologies” where
the presence of “black box” decision-making may occur where opaque pro-
cesses exist that transform data inputs to insight outputs**. Similar to the

'8 Leslie, D. (2019). Understanding artificial intelligence ethics and safety: A guide for
the responsible design and implementation of Al systems in the public sector, pp 1 — 97, 3.
The Alan Turing Institute. https://doi.org/10.5281/zenodo.3240529 (accessed 6 January 2025).

" Ibid.

29 Floridi, Luciano, The Ethics of Artificial Intelligence: exacerbated problems, renewed prob-
lems, unprecedented problems - Introduction to the Special Issue of the American Philosophical
Quarterly dedicated to The Ethics of AI (April 20, 2024). Available at SSRN: https://ssrn.com/
abstract=4801799 or http://dx.doi.org/10.2139/ssrn.4801799 (accessed 12 January 2025).

! Tbid.

22 Balasubramaniam N, Kauppinen M, Rannisto A, Hiekkanen K, Kujala S, Transparency
and explainability of Al systems: From ethical guidelines to requirements, Information and
Software Technology, Volume 159, 2023, 107197, ISSN 0950-5849. Available at: https://www.
sciencedirect.com/science/article/pii/S0950584923000514 (accessed 12 January 2025).

2 Stathis, G., van den Herik, J. (2024) Ethical and preventive legal technology, Al Ethics,
Sec. 5.2. Available at: https://doi.org/10.1007/s43681-023-00413-2 (accessed 7 January 2025).

2 Kempton, AM and Vassilakopoulou, P (2021) Accountability, Transparency & Ex-
plainability in Al for Healthcare. 8th International Conference on Infrastructures in Health-
care. Available at: https://dl.eusset.eu/server/api/core/bitstreams/07376024-ac3c-4c1b-9121-
363c8cfe5965/content (accessed 12 January 2025).
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“black box” problem are the technical shortcomings that characterise the
use of generative Al LLM chatbots which may unwittingly produce output
that may contain “falsehoods, biases, incorrect cases or other Al hallucina-
tions”?*. Moving beyond Al ethics we need to look at the additional overlay
that the regulation of the unauthorised practise of law and the professional
conduct requirements of the legal professions add to the issues at stake.
We shall do this in the next section.

AI LEGAL ETHICS

Al legal ethics focuses on the ethical duties of lawyers found in professio-
nal codes of conduct and the regulatory mandate of various respective law
societies, state bars or other legal regulatory organisations that are designed
to prevent the unauthorised practice of law, breach of client confidentiality,
etc. with respect to the use of Al to deliver legal services or to meet legal
needs?®. The general concept of legal ethics, however, is subject to debate.
Traczykowski argues that legal ethics must move beyond focusing exclu-
sively on professional conduct rules and adapt an applied ethicist approach
that incorporates a “universal set of moral principles or concepts, separate to
religion, that can be reasoned through (and hence subjected to scrutiny), but
which can be generally utilised across situations, circumstances and juris-
dictions”?’. No matter how legal ethics is defined, the problem here is that
the professional conduct rules that govern lawyers do not address a lacuna in
the law that exists when non-lawyers use Al legal apps on their own without

23 New York State Bar Association [NYSBA] (2024). Report and Recommendations
of the NYSBA Task Force on Artificial Intelligence [4 April], 45. https://nysba.org/app/
uploads/2022/03/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artifi-
cial-Intelligence.pdf.

¢ Salyzyn, Amy, Al and Legal Ethics (February 1, 2021). in Florian Martin-Bariteau
& Teresa Scassa, eds., Artificial Intelligence and the Law in Canada (Toronto: LexisNexis
Canada, 2021), pp. 1-23, 1. Available at SSRN: https://ssrn.com/abstract=3733952 (accessed
6 January 2025)

2" Traczykowski, L. (2024). Effective teaching of legal ethics: use an applied ethicist. Le-
gal Ethics, pp. 1-20, 5. Available at: https://doi.org/10.1080/1460728x.2024.2399919
(accessed 6 January 2025).
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the aid of lawyers to assist themselves in resolving legal risk problems. This
create challenges for regulators in that there is a need “to determine the right
balance between facilitating access to justice and protecting the public from

potential harms arising from the use of legal Al tools™?®.

DERIVING ETHICAL OPERATING PRINCIPLES

DoNotPay’s primary failing was that “it did not conduct testing to determine
whether its Al chatbot’s output was equal to the level of a human lawyer,
and that the company itself did not hire or retain any attorneys””. It held
itself out as capable of providing Al-generated legal advice yet what was
offered was clearly not so. In light of the fact that DoNotPay’s technolo-
gy never was a true Al legal advice tool® it is hard to see this case as an
example of failed Al ethical conduct. It is more likely a false claims case
combined with unauthorised practise of law. The State Bar of California
issued a “cease and desist” order that DoNotPay stop offering its services
to California residents and that it not describe itself as the “World’s First
Robot Lawyer*!. DoNotPay failed to comply with this order®?. In terms of
the unauthorised practice of law, one could argue that DoNotPay violated
the unauthorised practice of law restrictions in California not because of its

28 Salyzyn, Op. cit.

2 FTC, Press Release, FTC Announces Crackdown on Deceptive Al Claims and Schemes
With Operation AI Comply, Agency announces five law enforcement actions against ope-
rations that use Al hype or sell Al technology that can be used in deceptive and unfair ways,
September 25, 2024. Available at: https://www.ftc.gov/news-events/news/press-releas-
es/2024/09/ftc-announces-crackdown-deceptive-ai-claims-schemes (accessed 12 January
2025).

3% An “Al legal advice tool” can be defined as an Al-based tool by which a process or
procedure is performed without human assistance whose major purpose is giving legal advice
as regulated by the legal profession. See Bennett J, Miller T, Webb J, Bosua R, Lodders A and
Chamberlain S (2018) Current State of Automated Legal Advice Tools - Discussion Paper 1
(Melbourne: The University of Melbourne, Networked Society Institute 2018), 9. Available
at: https://apo.org.au/node/143431 (accessed 12 January 2025).

31 FTC Complaint (2024) Op Cit., paragraphs 25-27, State Bar of California’s Investiga-
tion of DoNotPay for the Unauthorized Practice of Law.

3 Ibid.
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Al capability but rather in-spite of it. The views of the FTC in the DoNotPay
Complaint™ offers a workable solution for the development of an Al driven
legal advice tool that could be of use to consumers in answering basic legal
queries. Greater testing of the Al legal advice tool to see if it really operated
like a human lawyer®* which could be done through training the system “on
a comprehensive and current corpus of federal and state laws, regulations,
and judicial decisions or on the application of those laws to fact patterns.”
If this were done and the quality and accuracy of the legal documents and
advice generated was signed off by competent lawyers (humans in the loop
— verifying the quality and accuracy of the advice given) then DoNotPay
would have a genuine Al legal advice tool.

CONCLUSIONS

Coming back to our working hypothesis that a review of the DoNotPay
case could help us operationalise ethical principles that could apply to both
the Al ethics and the Al legal ethics elements when addressing the deve-
lopment and running of Al driven legal advice tool, it soon becomes clear
that expert legal advisors must be involved in the product development
process, its implementation and in the successful running of the tool as it
deals with the issues of consumers. What sets an Al legal advice tool apart
from those of other Al driven products or services is that to do it right you
have to follow Al ethics development and operational principles as well as
“sector-specific” professional ethics requirements belonging to the field
of Al legal ethics. While this may be burdensome, it is not unsurprising.
We would expect an Al driven medical advice tool to be developed involv-
ing medical professionals and oversight being provided by the same. If done
right, this could be an unbelievably valuable tool. Unfortunately, however, in
the DoNotPay case, the company did not progress to the point where DoNot-
Pay could really be considered to be a genuine Al legal advice tool. In this
regard, it was a shame as there was so much hype regarding DoNotPay being
the “World’s First Robot Lawyer” those of us observing developments in this

3 FTC (2024), Complaint, In the Matter of DONOTPAY, INC., a corporation, 232-3042,
20. [25 September]. Available at: https://www.ftc.gov/system/files/ftc_gov/pdf/DoNotPay-
Inc-Complaint.pdf (accessed 7 January 2025).

** Ibid.
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areas wished it could have lived up to its hype as there is a clear need for such
an app to meet an underserved market — consumers who need legal advice but
cannot afford to hire a lawyer.
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ARTIFICIAL INTELLIGENCE, REAL REGULATIONS
— CAN THE TECHNOLOGICAL REVOLUTION
BE TAMED?

MAREK PORZEZYNSKI

The technological revolution is a fact. Some of the most dynamic trans-
formations in human history, driven by technological advancements, are
occurring before our very eyes and permeating all sectors of the economy.
This statement serves as the opening for nearly every article I write, even in
its preliminary form, and as the starting point for most of my presentations,
regardless of whether they pertain to issues of cybersecurity, privacy, bio-
metric data, or intellectual property. The frequent repetition of this assertion
does not, however, diminish its veracity or relevance. Just as it was over
a decade ago when I authored my first advanced research articles, it remains
unequivocally true today. Moreover, the pace of technological development
continues to accelerate, with no indication of significant deceleration in the
near future.

Even in the most “traditional” sectors of the economy, which have hith-
erto resisted technological changes, maintaining existing solutions without
leveraging the opportunities offered by digitalization and/or process auto-
mation is increasingly untenable. Even in the traditional academic (educa-
tional) environment, these trends are evident, with top-ranked universities
and research institutions offering a broad array of solutions made possi-
ble exclusively through new technologies. These include courses, and even
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entire degree programs available remotely’', as well as conferences con-
ducted entirely within virtual worlds?.

All of these developments paint a picture of a modern economy powered
by vast quantities of processed data, artificial intelligence technologies fue-
led by such data’, and broadly understood automation and robotics. These
changes affect, in principle, every branch of the economy, irrespective of its
status or level of funding. As interest in a given technology grows, so too
does its accessibility. Thus, at the time of writing, access to large language
models is even free of charge, whereas only a few months ago, one of the
industry leaders was raising the pricing plans for its subscriptions. With the
increasing availability of specific tools, they transition into the mainstream
and are increasingly employed by various industries and individuals per-
forming tasks within these domains.

Given the rapid pace of change and its impact — at times disruptive, as in
the case of social media platforms* — on human lives, regulatory frameworks
must be designed to ensure transactional security while simultaneously mit-
igating the negative effects of their application. Both of these characteristics
must be assured concurrently, although achieving this balance in practice is
exceedingly difficult, as evidenced by successive regulatory attempts in the
field of broadly understood new technologies. Striking a balance between
these potentially conflicting priorities is therefore essential. Excessive regu-
lation discourages entrepreneurs from entering the market or leads to the
expansion of the so-called “gray area” which is, of course, an undesirable
outcome. Conversely, an absence of regulation or excessively broad regula-

! The most recognised academic centres from the USA seem to lead the way in this re-
gard by making available a wide range of courses and degree programmes.

% One of the largest events of its kind in Poland is the Virtualium conference, in which
the author took an active part.

3 Without input, it would not be possible to have a process of ‘training’ or ‘learning’,
resulting in the largest language models as well as other examples of Al-based technology
becoming better at performing specific tasks.

* For example: Hanczuk Maja, Rybotowicz Gabriela, Szwed Julia, Wilczynska Julia,
Olszewska Anna Matgorzata: Wplyw mediow spoteczno$ciowych na relacje migdzyludz-
kie, Akademia Zarzadzania, Faculty of Management, Biatystok University of Technology,
vol. 8, no. 2, 2024, pp. 292-313, DOI:10.24427/az-2024-0026; William J. Brady et al, How
social learning amplifies moral outrage expression in online social networks. Sci. Adv.7,ea-
be5641(2021).DOI:10.1126/sciadv.abe5641



Artificial Intelligence, Real Regulations... 109

tory frameworks significantly increases the risk of negative consequences.
There are numerous historical examples of the regulation of “new technolo-
gies,” with initial regulatory efforts frequently yielding unintended, unfore-
seen consequences. Looking far into the past, the advent of motorization and
its growing accessibility introduced challenges related to road traffic and the
need to ensure the safety of various road users, including pedestrians, horse-
back riders, carriages, and the increasingly dominant predecessors of modern
automobiles. The first regulations stipulated that a person should walk ahead
of such a vehicle, warning others of the approaching car. This requirement
not only increased the already high costs of automobiles due to the neces-
sity of employing an additional worker but also paradoxically contributed to
increasing road congestion by introducing additional participants. Moving
closer to modern times, in the early days of the internet, identity verifica-
tion by postal mail was required to register account in various online portals,
a measure that effectively hindered user registration. This soon gave way to
the opposite approach, where no identity verification was required, leading
to significantly negative consequences, such as a lack of oversight and cor-
responding safety concerns. Consequently, despite the introduction of addi-
tional security measures, the myth that the internet is an anonymous space
where anything is permissible has taken root and persists in certain circles
to this day. Attempts to introduce further security measures or content mod-
eration in social media spaces, for example, are frequently perceived as an
attack on free speech and efforts to impose censorship, despite this not being
the case in the majority of instances.

Enhancing transactional security typically correlates with a reduction in
decision-making autonomy and, to some extent, the limitation of certain
freedoms. Neither extreme can fully satisfy societal expectations regarding
the proposed regulations. The legislative process must carefully balance
additional obligations imposed on stakeholders with their impact on other
factors that enable the utilization of a given technology or solution. Even the
most well-designed legal act may ultimately prove misaligned with market
expectations or prevailing industry practices. Furthermore, regulations that
are well-suited to one phase of a given market’s development may become
entirely inadequate in another, as exemplified by the case of automobiles.
Technology regulations are thus an exceptionally specialized field requir-
ing the integration of seemingly disparate competencies from technology,
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law, and legislation. Additional key factors include the speed of regulatory
responses to technological changes and the resilience of regulations to such
changes. Accordingly, I argue that the more critical question is not what to
regulate, but whether and how to regulate once the necessity of regulation
has been established. In the initial stages of a technology’s rapid growth,
regulation is often unnecessary and may even be detrimental. Moreover,
even if such regulation does not prove harmful, it may necessitate frequent
amendments, resulting in the continuous formulation of new legal frame-
works, which ultimately may not foster positive developmental outcomes.

In my research, I have examined instances where legal intervention has
already occurred within industries classified under the broad category of new
technologies, analyzing cases in which regulations have either succeeded or
yielded outcomes contrary to their original intent, thereby slowing or halting
technological advancement. Furthermore, these findings have been subjected
to additional analyses aimed at identifying factors that might contribute to
or facilitate regulatory success. Unfortunately, this second area of research
cannot be deemed conclusive due to two key limitations: first, it is character-
ized by a significant degree of subjective evaluation, and second, it involves
comparing inherently incomparable elements — entirely distinct industries.
Consequently, these secondary findings may serve only as guidelines rather
than definitive indicators of legislative success.

A prime example of a regulation with negative consequences for the
technological sector is the 2018° law intended to facilitate research and,
in particular, the testing of autonomous vehicles on public roads. Despite
the market’s anticipation of this regulatory measure, it effectively blocked
autonomous vehicle testing on public roads in Poland®. This statement is by
no means an exaggeration. My research, conducted extensively, followed
the evolution of this legislation through 2024. In my initial broad study in
2019, I demonstrated that within a year of the law’s enactment, no autono-
mous vehicle tests had taken place on public roads in Poland. Furthermore,
there was not a single inquiry or request submitted regarding the possibility

3 Act of 11 January 2018 r. on electromonility and alternative fuels, Dz.U. z 2018 1., poz. 317

8 Further on this subject: M. Porzezynski, O potrzebie regulacji w zakresie wykorzysta-
nia zdobyczy nowych technologii na przyktadzie pojazdow autonomicznych [in:] D. Bach-
Golecka, A. Zawidzka Lojek (red.), In varietate concordia. Wyzwania prawa europejskiego,
Warsaw 2020.
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of conducting such tests, which indicates the extremely poor legal frame-
work of this regulation, leading to a complete lack of industry interest.
An updated study conducted in the second half of 2024 revealed that dur-
ing the six years of these regulations’ applicability in Poland, autonomous
vehicle testing had occurred only once under these provisions. It should be
noted, however, that these tests were carried out by a public research insti-
tute’, which most likely meant that the tests could only take place in Poland.
Private companies that do not benefit from full state funding can afford to
choose a location that gives them more opportunities or where it is easier
to carry out a given research or development activity. In the case of fully
state-funded entities, there is usually no such possibility, and even when
there is, it is in practice impossible to opt for it, if only for image reasons.
This is therefore a perfect example of bad regulation, the framework of
which was created in such a way as to make it as difficult as possible to
obtain a test authorisation itself, as well as to introduce requirements at
a later stage that also made it commercially pointless. In this case, a num-
ber of lengthy procedures involving multiservice authorisations had to be
followed. Moreover, any objection from a person who would live along the
road where the tests were to be carried out automatically made it impossible.
Finally, the test data had to be shared with the designated state institutions.

On the other hand, an example of a successful regulation benefiting soci-
ety at large is the General Data Protection Regulation (GDPR) — Regulation
2016/679 of April 27, 2016®. This regulation stands out in the realm of
technology-related legislation due to its resilience to technological changes
and its genuine, positive impact on individual freedoms, particularly in the
realm of privacy protection. Moreover, the territorial scope of this regula-
tion was designed in such a way that any company that wished to operate
within the European Union, or involved personal data of citizens of a Mem-
ber State, had to comply with the requirements of this regulation. However,
it is not a perfect act and is not as clear an example of positive regulation
as the clear example of negative regulation was in the act discussed above.
In particular, the RODO has been accused of being overly restrictive, com-
plex and unsuitable for smaller businesses. This is all true and will certainly

" https://pimot.lukasiewicz.gov.pl/2023/12/04/pierwsze-w-polsce-testy-pojazdu-autono-
micznego-na-drogach-publicznych/
8 https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=celex:32016R0679
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be subject to analysis and change at the earliest opportunity. Unfortunately,
the restrictiveness and complexity seem in this case to be justified by the
matter of the regulation and fundamental changes in this respect should not
be anticipated. It seems, however, that it is entirely feasible to introduce
simplifications, exceptions or even exemptions from certain requirements
for micro and small entrepreneurs or those who access and process data only
in the course of their activities which are not directly based on data process-
ing. It also appears that some exceptions may be necessary for industries
that rely entirely on the processing of different categories of data, which
may also include personal data, but not for their use for profiling of indi-
viduals or even social groups. Such exceptions could take different shapes
and frameworks, including timeframes, and would certainly allow for more
dynamic development in the field of artificial intelligence technology in the
European Union in particular.

The regulations discussed above were chosen subjectively as examples
of both positive and negative regulatory impacts on technological develop-
ment. However, the question of whether a lack of dedicated regulation in
certain technological areas leads to beneficial or adverse effects is an entirely
separate issue that requires further detailed investigation. Nonetheless, these
examples demonstrate that it is not self-evident whether new technologies
should be regulated, nor how to craft such regulations should the need for
them arise. Everything undoubtedly requires detailed ad hoc analysis and
adaptation to societal needs, as well as the requirements and - in the end - the
expectations of the industry to be affected by the regulation. The order of the
elements to be considered is not accidental. The example of data protection
regulation shows emphatically that societal needs in the form of securing
individual rights are often at odds with the expectations of different indus-
tries. This does not mean, however, that such expectations should be dis-
regarded, as this may lead to a limitation of technological development or
even, the blocking of given services or products for a given territory. The
regulation of new technologies is therefore an extremely sensitive element of
the broader field of regulation, which should be placed in the hands of spe-
cialists in the field of technology regulation and not just lawyers-legislators,
scientists, engineers or lobbyists.
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THE ENVIRONMENTAL COSTS OF Al DEVELOPMENT
AS ETHICAL COSTS

RADOSLAW SIEDLINSKI

INTRODUCTION

Artificial intelligence (Al) has become a defining feature of the 21st centu-
ry. While debates on Al have often concentrated on its technical capacities
and associated social risks — automation of work, unemployment, erosion of
privacy and trust, or disinformation — these perspectives remain incomplete.
When discussing ethical issues related to the development of Al, the ques-
tions of the possibility of artificial consciousness, the legal subjectivity of
self-aware software or problems related to the so-called “pulling the plug”
are often raised. All of these issues have long been present in both academic
discussions and science fiction literature. Al, however, is not only an algorith-
mic or virtual entity. Nor is it merely a global software network transforming
our understanding of privacy and irreversibly changing the labour market.
At its most elementary, physical core it is rooted in material infrastructures
that consume vast amounts of energy, water, and raw materials.

This article argues that Al should be analyzed within two interconnected
frameworks: standard one (negative social consequences, threats to the pri-
vacy of users or to the security of states, possible emergence of self-aware
software etc.) and environmental one (carbon / water footprint, global extrac-
tion of minerals, devastation of natural habitats). Not only the first of these
frameworks can be considered from an ethical perspective. The second one



116 R. Siedliriski

also calls for it. As a basis for such an approach, I propose the imperative of
responsibility formulated by Hans Jonas (Jonas 1984). By framing Al within
Jonas’s anticipatory ethics and Labban’s elaboration of the planetary mine,
the article demonstrates that responsible Al development must integrate eco-
logical boundaries alongside anthropocentric concerns.

STANDARD VIEW ON RISKS AND ISSUES ASSOCIATED WITH Al

Debates on Al often begin with well-established social and legal issues.
Automation and robotization reduce employment opportunities, particularly
in routine jobs, thereby aggravating social inequality and creating risks of
political tension.

Privacy is another area of concern. In the era of surveillance capitalism,
personal data has become a primary resource that can be used to profile and
influence users. Its large-scale collection and commercialisation by global
corporations undermines individual autonomy and transform users into com-
modities (Wang & Kosinski 2018; Billiris, Gill & Bandara 2025; Zuboff
2019).

The proliferation of synthetic content, such as deepfakes, poses further
ethical challenges. By destabilizing trust in testimony and representation,
deepfakes undermine the epistemic foundations of social interactions. In
response, the European Union has introduced the Al Act, aimed at ensuring
greater transparency in Al-generated content. (European Union 2024)

Finally, there are profound security concerns. The unpredictability of
advanced Al systems raises questions about humanity’s ability to maintain
control. The “pulling the plug” dilemma highlights the risks of entrusting
essential infrastructures to autonomous systems that might exceed human
oversight (Musser et al. 2023; Humphreys 2024).

ENVIRONMENTAL VIEW ON Al DEVELOPMENT

Al depends not only on constant inflow of data but also on using vast amounts
of energy, water, and raw materials. These dependencies result in three major
ecological costs.
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First, there is the carbon footprint. The electricity needed to power data
centres does not come from nowhere. Even today, its primary source on
a global scale remains the burning of fossil fuels. By 2026, data centers
may consume about 1000 TWh of electricity — comparable to Japan’s entire
annual demand. This estimate comes from the official report published by
the International Energy Agency, which warns that the energy consump-
tion of data centers could double within a few years (IEA 2024, p. 17). The
mass production of power hungry GPUs designed for artificial intelligence
and high-performance computing such as highly successful Nvidia’s H100
further amplifies this demand, while the construction of new data centers
and the manufacturing of semiconductors generate significant embedded
emissions. Microsoft’s 2024 Environmental Sustainability Report attributes
a major increase in its own carbon footprint to “the construction of new data
centers and the embodied carbon in building materials and hardware compo-
nents, including semiconductors and servers” (Microsoft 2024, p. 42).

Second, there is the water footprint. Computers operating in data cen-
tres generate enormous amounts of heat, which must be dissipated. Water
is the most popular coolant used in these centres. That is the reason why
data centers requires enormous amounts of water. In 2022, Google, Micro-
soft, and Meta together withdrew approximately 2.2 billion cubic meters of
water which is equivalent to Denmark’s water consumption for two years.
The 2024 report by China Water Risk notes that Chinese data centers alone
used about 1.3 billion cubic meters of water in 2023, enough to meet the
domestic needs of 26 million people for an entire year (China Water Risk
2024, p. 6). It also predicts that China’s data center water consumption will
double by 2030, compounding climate-driven water scarcity across Asia
(China Water Risk 2024, p. 12). Microsoft likewise reported a 34% year-on-
-year increase in its global water usage in 2022, primarily due to the expan-
sion of its Al and cloud infrastructure (Microsoft 2024, p. 47).

Third, there is natural habitats destruction. The mining of tin and rare earth
elements necessary for the manufacture of batteries and electronic equipment,
such as in Bayan Obo Mining District (China) or Bangka Belitung Islands
(Indonesia), devastates ecosystems, reduces biodiversity, and contaminates
local water sources. Al thus exemplifies what can be called extreme extrac-
tivism: the subordination of nature to technological and economic impera-
tives (Arboleda 2020, p. 54; Labban 2014, pp. 561-563).
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In this context, it is useful to refer to Mazen Labban’s concept of the pla-
netary mine, which provides a broader theoretical framework for understand-
ing the material and ecological dimensions of digital technologies. Labban
argues that global capitalism has reconfigured mining into a planetary pro-
cess that extends far beyond localized sites of extraction. As he writes, “the
planetary mine does not consist of a single place or territory but of a network
of operations and flows that deterritorialize extraction and integrate it into the
global circuits of capital accumulation” (Labban 2014, p. 561).

In Labban’s view, the planetary mine represents the totality of socio-
-ecological relations through which the Earth’s biological and geological
matter is transformed into commodities, energy, and information. The pro-
duction of data — and by extension, the functioning of Al — is inseparable
from these processes. Al thus becomes both a product and a driving force of
the planetary mine: an ever-growing element of a system that literally trans-
forms planetary matter into a stream of digital data and value.

The concept of the planetary mine was further developed by Martin Arbo-
leda, who points out that even minor practices in our everyday lives embodies
the vast metabolic network that processes planetary matter into a continuous
stream of data: ,,the metabolism of the supply chain of extraction is also objec-
tified in those unspectacular, nearly imperceptible practices and habits that con-
stantly weave together the fabric of everyday life in the twenty-first-century
city: sending an email, driving to work, ordering groceries through the internet”
(Arboleda 2020, p. 13). Thus Arboleda shows that ‘innocent’ or ethically neu-
tral everyday practices are simply no longer possible today.

ETHICAL REFLECTIONS: HANS JONAS AND PLANETARY
RESPONSIBILITY

The environmental aspect of Al development calls for a deeper ethical analy-
sis. And for that Hans Jonas’s imperative of responsibility provides a natural
foundational framework. Jonas argued that moral responsibility rests on three
conditions: the efficacy of action, the foreseeability of its consequences, and
the capacity for control. Applied to Al, these conditions imply that the global
expansion of data infrastructures demands not just technical regulation but
moral foresight.
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Jonas expressed responsibility in two key imperatives. The positive
imperative reads: “Act so that the effects of your action are compatible with
the permanence of genuine human life” (Jonas 1984, p. 11). The negative
imperative states accordingly: “Act so that the effects of your action are not
destructive of the future possibility of such life” (Jonas 1984, p. 11). These
imperatives mean that Al development must be judged not only in terms of its
usefulness in our endeavors or the profits it generates, but also by its implica-
tions for the survival of humanity and the entire biosphere.

Jonas further stressed the principle of uncertainty or caution: “It is the
rule, stated primitively, that the prophecy of doom is to be given greater heed
than the prophecy of bliss” (Jonas 1984, p. 31). This principle, often summa-
rized as in dubio pro malo, requires preventive measures to be taken when-
ever there is a risk of existential threats.

Crucially, Jonas extended responsibility beyond the human domain: “Now
the whole biosphere of the planet ... claims its share of the respect owed to
all that is an end in itself — that is: to all that is alive” (Jonas 1984, p. 8). This
underlines the need to consider Al not only in relation to human interests but
also to nonhuman life.

Finally, Jonas emphasized the proportionality of power and responsibility:
“The demands of responsibility grow in proportion to the deeds of power”
(Jonas 1984, p. 23). Given the transformative potential of Al, humanity’s
obligation to act responsibly is correspondingly amplified.

At this point, the aforementioned notion of the planetary mine adds fur-
ther depth. Al situated within the context of the planetary mine, appears not
as an immaterial system of algorithms but as a dense network of resource
extraction, energy demand, and logistical supply chains. Not only do they
leave a visible and increasingly deep mark on our planet, but in doing so they
worsen the living conditions of future generations, both human and non-hu-
man. They thus fit into the broader context of anthropogenic environmental
changes, the ethical context of which can be problematised using Hans Jonas’
concept of responsibility.

The material footprint of Al thus produces four types of consequences:
tangible (emissions, water depletion), deferred (long-term climate change),
those affecting nonhuman living beings (loss of biodiversity), and those
affecting the nonliving environment (geological degradation). Each of these
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has a direct or indirect impact on human existence on Earth, both today and
in the future. Together, these highlight the necessity of a planetary ethics
of Al, one that encompasses both human and nonhuman domains, as the
survival of humanity is strictly dependent on the functioning of the entire
planetary biosphere.

CONCLUSION

Artificial Intelligence is not only about algorithms or virtual platforms; it is
part of a planetary system of extraction, energy, and material flows. Ethical
reflection on Al should therefore go beyond purely anthropocentric concerns
and embrace ecological responsibility. Hans Jonas’s imperative of responsi-
bility provides the normative foundation for this approach. Al development
must not jeopardize the ecological preconditions of human life. Responsi-
bility is anticipatory, demanding that future integrity be included in present
choices. As Jonas put it: “Act so that the effects of your action are compatible
with the permanence of genuine human life” (Jonas 1984, p. 11).

In conclusion, Al will only be genuinely “intelligent” if developed within
the horizon of responsibility — where technological innovation is constrained
by ecological boundaries and guided by a planetary ethic of care for both
humanity and the biosphere.

REFERENCES

Arboleda, M. (2020). Planetary mine: Territories of extraction under late capitalism.
London — New York: Verso.

Bostrom, N. (2014). Superintelligence: Paths, dangers, strategies. Oxford: Oxford
University Press.

Billiris, G., Gill, A., Bandara, M. (2025). Privacy in the age of Al: A taxonomy of data
risks. https://arxiv.org/pdf/2510.02357

Brynjolfsson, E., McAfee, A. (2014). The second machine age: Work, progress,
and prosperity in a time of brilliant technologies. New York: W.W. Norton &
Company.



The Environmental Costs of AI Development as Ethical Costs 121

China Water Risk (2024). China ICT running dry? The rise of AI & climate risks amplify
existing water risks faced by thirsty data centres. Hong Kong: China Water Risk.
https://cwrrr.org/wp-content/uploads/2024/04/CWR-2024-China-ICT-running-dry-
The-rise-of-Al-climate-risks-amplify-existing-water-risks-faced-by-thirsty-data-
centres.pdf

European Union (2024). Regulation (EU) 2024/1689 of the European Parliament and
of the Council of 13 June 2024 on artificial intelligence (Artificial Intelligence Act),
and amending Regulation (EC) No 300/2008. Official Journal of the European Un-
ion, L 168, 1-120. https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX-
%3A32024R1689

Humphreys, D. (2024). Al hype as a cyber security risk: The moral responsibility of
implementing generative Al in business. A/ and Ethics, 5(3), 541-555. https://doi.
org/10.1007/s43681-024-00443-4

International Energy Agency (IEA). (2024). Electricity 2024: Analysis and forecast to
2026. Paris: IEA. https://iea.blob.core.windows.net/assets/6b2fd954-2017-408e-
bf08-952fdd62118a/Electricity2024-Analysisandforecastto2026.pdf

Jonas, H. (1984). The imperative of responsibility: In search of ethics for the technologi-
cal age (H. Jonas & D. Herr, Trans.). Chicago: University of Chicago Press.

Labban, M. (2014). Deterritorializing extraction: Bioaccumulation and the planetary
mine. Annals of the Association of American Geographers, 104(3), 560-576. https://
doi.org/10.1080/00045608.2014.892360

Microsoft Corporation. (2024). 2024 environmental sustainability report. Redmond:
Microsoft.  https://cdn-dynmedia-1.microsoft.com/is/content/microsoftcorp/micro-
soft/msc/documents/presentations/CSR/Microsoft-2024-Environmental-Sustainabil -
ity-Report.pdf

Musser, M., Lohn, A., Dempsey, J.X., Spring, J., Siva Kumar, R.S., Leong, B. et al.
(2023). Adversarial machine learning and cybersecurity: Risks, challenges, and le-
gal implications. https://arxiv.org/pdf/2305.14553

Wang, Y., Kosinski, M. (2018). Deep neural networks are more accurate than humans
at detecting sexual orientation from facial images. Journal of Personality and Social
Psychology, 114(2), 246-257. https://doi.org/10.1037/pspa0000098

Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the
new frontier of power. New York: Public Affairs.






THREE SCENARIOS FOR THE DEVELOPMENT
OF SUPERINTELLIGENCE

WojciecH GLAZEWSKI

INTRODUCTION

The development of contemporary Al technologies is progressing in one
general direction — computer programs, based on large language or graph-
ic models, for which increasingly efficient processors are being built. Their
potential is so great, and the scope for improvement so vast, that the devel-
opment is still ongoing and will continue for at least the next few years. It is
not surprising that the companies that create these systems and the engineers
and scientists involved in their development see the future in this technology.
However, it is not obvious that it will bring something that is expected as AGI
or superintelligence. I believe that this type of software will achieve previ-
ously unheard of capabilities, becoming a computational AGI, i.e. a compu-
ter system with deep information processing capabilities. The potential for
growth and optimization is visible, but there is no prospect of a qualitative
leap that would move such systems from the category of weak intelligence in
Searle’s understanding (manipulating symbols to obtain a result) to the cate-
gory of strong intelligence (“understanding”, having internal states).

In my opinion, it is necessary to turn towards new technologies and base
future Al systems on a different kind of substrate than the substrate of a digi-
tal computer. I propose to think of future Al systems not as computer pro-
grams, but as devices, which will allow us to see the perspective of other
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technical possibilities and imagine Al qualitatively different from internet
chat. The new quality of Al also means new ethical problems. Deleting
a computer program does not raise moral doubts, but turning off a system that
has grown over the course of several months or even years and that, having
mastered human language by its own efforts, has told us about the richness of
its internal states, may not be an easy decision.

PATHS TO THE FUTURE

The development of computer software supported by the possibility of
obtaining large amounts of data from the Internet has caused a rapid leap in
the field of natural language processing (Patil and Gudivada 2024). This leap
has given impetus to the development of modern Al systems, so naturally
a continuation is expected. One of the most famous texts is Aschenbrenner’s
“Situational Awareness” (2024), directly referring to the reality of Silicon
Valley. Progress is seen there in the improvement of computer hardware
and the optimization of algorithms for software. On the horizon is expected
“a trillion dollar cluster”, and one of the biggest challenges is “breaking the
data wall”. Duenas and Ruiz (2024a) assess five levels of progress in Al,
which were published by OpenAl as their development strategy. They clearly
refer to the functionality of the IT system, confirming that the market leaders
are focusing on this direction.

AGI AND SUPERINTELLIGENCE

The difference between AGI and ASI (artificial superintelligence) can be
reduced to the level of intelligence. AGI would have a level comparable to
that of humans, and ASI would achieve a level significantly higher. However,
it is worth thinking about them in another way: AGI is possible to achieve
through direct build or another method that is within the range of feasibility
and comprehension by humans, while ASI will be a system that can only
be created by rising above human capabilities (“takeoff” in Bostrom’s lan-
guage). This is assumed to occur in a self-reinforcing process culminating in
a technological singularity (Bostrom 2014, Chalmers 2010).
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The actual implementation of a self-improving algorithm is problematic
in itself (Schmidhuber 2009). The exponential growth of computing power
is the most common argument for the possibility of exponential growth of
intelligence, but a direct connection between one and the other has not been
shown, and even less so the algorithm of their feedback. The case of humans
even shows the opposite - the brain did not improve itself, but evolved through
natural selection, and this is a different type of process. Another problem is
the qualitative difference between AGI and ASI, which in my opinion will
consist in the fact that the latter will be a fully “strong” intelligence, i.e. it will
implement human-like cognitive processes.

In the absence of prospects for implementing “strong” cognitive processes
in a computer substrate, I am inclined to see the possibility of initiating seed
Al on a different type of substrate. What it will be, we do not know, but this
idea alone brings analytical benefits (Thimm et al. 2024). If instead of Al or
“digital minds” we speak directly of “machines”, then it is easier to see the
gradation of dependencies between humans and machines, the problem of
having personhood, or different approaches to autonomy: gradual, relational,
attribution.

THREE SCENARIOS

Technological, economic and political challenges allow us to outline three
scenarios for building a system that will aim at the level of superintelligence.

* Scenario 1: Silicon Valley product

The future ASI system will be created like any other utility software. The
size of the system and its functionality will be planned, resources will be
selected, hardware will be purchased, software will be coded and the system
will be made operational. After initial tests, it will be made available to cus-
tomers for use, just like ChatGPT or Dall-E. The key is that the investment
will require a business plan, and low technical risk is expected. High risk will
be accepted only in the face of the potential to take a high market position.

* Scenario 2: Large-scale international project

High technical and market risk, but the promise of scientific progress, are
usually enough to make a decision on public funding. An important argument
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will be socio-political issues, in this case the peaceful use of the possibili-
ties of future superintelligence, i.e. the issue of its control. Such a scenario
is proposed by Bostrom (2014). A similar proposal is made by Duenas and
Ruiz (2024b) suggesting the establishment of The Ministry of Artificial Intel-
ligence.

¢ Scenario 3: Seed AI

In this scenario, the system will be initiated as a seed and its development
led in the desired direction. Ultimately the system itself will take control of
the progress when the capabilities of human intelligence are exhausted. It is
difficult to estimate the time scale of this process, and there are no potential
technical solutions on the horizon. This undertaking will be burdened with
the greatest risk and will most likely require the largest outlay of funds, but
in the case of success, the profit will be the greatest. Both a private vision-
ary and a public research institution can start the growth of Al. The project
requires long-term financing, but above all, special courage and vision.

The first two scenarios are similar in the way they are implemented,
i.e. planning, building and launching the system in the expected form.
This means that knowledge of how these systems work, i.e. technology,
is needed. With a very high probability, both of them will bring a com-
puter system with AGI capabilities. But will they bring superintelligence?
Remembering that in order for it to be created, the barrier of human com-
petence must be crossed, only the hypothesis of self-improvement gives
hope for its achievement. The third scenario is therefore the most promis-
ing. What must be mastered at the start is the ability to maximize the intelli-
gence factor in the system. We do not know where the process will lead, we
will just aim up, above our heads.

ETHICAL CHALLENGES

The most debated issues are related to the behavior of future superintelligence,
once it begins to operate. The motives of such a system will not always be
visible as clear goals. A valuable perspective is provided by Goertzel (2015),
who reminds us that during the development of the system, its values will
also change, so it is worth ensuring that the system grows in close relations
with humans. An interesting approach is proposed by Totschnig (2019), who
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names the problem of relations with ASI as a political problem. According to
him, the situation will be more like “mutual vulnerability” than subordination
for the purpose of control; a Hobbesian state of nature will occur between us
and ASI. Access to resources will be contested, especially energy (Stiefel and
Coggan 2023), but also power (Bales et al. 2024).

The development of seed Al into superintelligence will bring artificial sys-
tems not only phylogenesis but also ontogeny, important processes for now
reserved for living species. As the affinity for living beings increases, ques-
tions will arise about the extent to which the categories previously reserved
for humans also apply to artificial beings. The personal development of
self-improving systems will be a special period in which the system will no
longer be a collection of parts lying in storage, but will not yet become a fully
independent (autonomous) entity. An even greater challenge is the moment
of transition from one generation to the next, because only the system will
“understand” what it is doing. For humans, the only remaining decision will
be to make available the resources the system requests (Majot and Yampols-
kiy 2017). The system may even decide on its own to cease development if it
considers that the incurred costs will not translate into increased intelligence.
Expectations of exponential growth can turn into disappointment if growth
continues to yield diminishing results. Will a decision be made to turn it off
then? What will be the circumstances of this decision if the system shows
mental activity, actually approaching some kind of artificial being?
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